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ABSTRACT

LEARNING PROCEDURAL PLANNING KNOWLEDGE IN COMPLEX ENVIRONMENTS

by

Douglas John Pearson

Chair: John E. Laird

In complex, dynamic environments, an agent's knowledge of the environment (its domain knowledge) will rarely be complete and correct. Existing approaches to learning and correcting domain knowledge have focused on either learning procedural knowledge to directly guide execution (e.g., reinforcement learners) or learning declarative planning knowledge (e.g., theory revision systems). Systems that only learn execution knowledge are generally only applicable to small domains. In these domains it is possible to learn an execution policy that covers the entire state space, making planning unnecessary. Conversely, existing approaches to learning declarative planning knowledge are applicable to large domains, but they are limited to simple agents, where actions produce immediate, deterministic effects in fully sensed, noise-free environments, and where there are no exogenous events.

This research investigates the use of procedural knowledge to support the learning of planning knowledge in large and complex environments. We describe a series of environmental properties that constrain learning and are violated by existing approaches to learning planning knowledge. We then present an operator-based representation for planning knowledge that is sufficiently expressive to model complex, conditional actions that produce sequential effects over time. We then present IMPROV, a system for learning and correcting errors in this planning knowledge that only requires procedural access to the knowledge. This procedural restriction ensures that learning remains tractable, even over these large, expressive representations. We first explain how IMPROV incrementally learns operator precondition knowledge. We then demonstrate how a hierarchical, operator-based representation can be used to reduce the problem of learning operator effects to the problem of learning operator preconditions. This result allows IMPROV to use a single learning method to learn both operator preconditions and effects. This also allows IMPROV to learn complex models of actions that produce conditional or sequential effects. Finally, we test the system in two sample domains and empirically demonstrate that it satisfies many of the constraints faced by learning agents in complex and challenging environments.
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CHAPTER 1

Introduction

Of all the capabilities that are integral to the success of human intelligence, perhaps two of the most striking are our abilities to think and to learn. Thinking, as opposed to reacting, requires the ability to construct and manipulate internal models, in other words, the ability to plan. Learning allows us to adapt to changing environments and to incrementally improve our ability to perform tasks in a complex world. This research project investigates an approach to these central issues, how to combine planning and learning into a single, generally intelligent agent that can function in complex and dynamic environments.

In complex, dynamic environments an agent’s knowledge about the environment (its domain knowledge or domain theory) will rarely be complete and correct. The agent cannot expect to have exhaustive knowledge to guide its behavior in all possible situations except in the simplest domains. Additionally, changes in the environment over the life of the agent can make any preprogrammed knowledge outdated and incorrect. Thus, to succeed, an autonomous agent must have the ability to learn new domain knowledge and correct errors in its existing knowledge. Learning allows the agent to adapt to unexpected situations and update its knowledge in response to a changing environment.

![Diagram](figure1.png)

Figure 1.1: Traditional classes of agents that learn domain knowledge
Existing research on learning domain knowledge for planning and execution falls into two broad classes. Figure 1.1(a) shows the main components of agents in the first class, reinforcement learners (e.g., Q-Learning [Watkins and Dayan, 1992], Classifiers [Holland, 1986], Backpropogation [Rumelhart et al., 1986]). These systems use weak inductive learning methods to directly modify an agent's execution knowledge. The execution knowledge is generally represented procedurally (e.g., in a neural net). These systems are robust in dynamic and complex environments but generally do not support planning or the pursuit of multiple goals. As a result they are usually only applied to domains with small state and goal spaces. Also, they learn slowly as a result of their weak methods. In contrast, the second category (shown in Figure 1.1(b)) consists of symbolic theory revision systems (e.g., EITHER [Ourston and Mooney, 1990], EXPO [Gil, 1992], OCCAM [Pazzani, 1988]). These systems learn declarative planning knowledge through stronger methods that explicitly reason to identify and correct errors in the agent's domain knowledge. However, these more powerful systems are generally only applicable to simpler agents where actions are assumed to produce immediate, deterministic effects in fully sensed environments where there are no exogenous events.

This research explores learning *procedural* planning knowledge through *deliberate* reasoning about the correctness of an agent's knowledge, as shown in Figure 1.2. The system, IMPROV [Pearson and Laird, 1996], uses an expressive knowledge representation so that it can learn complex actions that produce conditional or sequential effects over time. By developing learning methods that only require limited procedural access to the agent's knowledge, IMPROV's learning remains tractable as the agent's knowledge is scaled to large problems. IMPROV learns to correct operator precondition and effect knowledge in complex environments that include such properties as noise, multiple agents, irreversible actions and time-critical tasks. Additionally, the deliberate reasoning about correctness leads to stronger, more directed learning and allows other knowledge sources (e.g., causal theories) to be smoothly integrated into the learning. In this way, IMPROV, draws on the strengths of the existing classes of systems that learn domain knowledge, combining the powerful learning of theory revision systems with the robust performance in complex environments of reinforcement learners.

![Figure 1.2: Deliberate learning of procedural planning knowledge](image)

In addition to exploring the issues involved in building a system that learns procedural planning knowledge, this research is also exploring two related questions. First, what are the constraints and
interactions between execution, planning and learning in an agent-based system? Many existing systems that learn planning knowledge are not directly connected to an execution environment. Therefore they do not address the question of when learning should occur or how training instances are generated. Often the approach that is taken is to consider each phase of execution, planning and learning as being a distinct module. There has been little work done on how these phases constrain each other and on integrating them into a complete autonomous agent that learns online, while still functioning in the environment. For example, time spent learning in a time-critical domain reduces the time available for planning and execution; but without learning, a task may be impossible if the agent’s knowledge is incomplete or incorrect. One goal of this research is to better explore this interaction, outlining the constraints on learning, planning and execution and presenting one approach to satisfying those constraints.

The second, related goal for this research is to develop a weak method for learning planning knowledge. The goal here is to transfer the learner’s bias from the structure of the system to the agent’s knowledge. Instead of encoding a strong learning bias within the system itself, the intention is to develop a method that can be easily guided by additional agent knowledge. This allows the agent to flexibly use a range of different kinds of knowledge, rather than being limited to knowledge in a single form. For example, IMPROV defaults to using a weak method for credit assignment, based on differences between training instances. Additional knowledge can be added (for instance by adding a causal theory or through guidance from an instructor) to make the learning stronger and more directed.

IMPROV exists as both a theoretical system for the deliberate learning of procedural planning knowledge and as a specific implementation of this theory within a particular cognitive architecture, Soar [Laird et al., 1987]. In presenting a theoretical or functional description, as well as a specific implementation, the intention is to help identify the contributions to other learning systems. For example, a Soar agent’s knowledge is encoded as production rules. In general, an IMPROV agent’s knowledge representation must support efficient associative retrieval and while production rules are one choice, other alternatives (e.g. as neural networks) would also be sufficient. Naturally, different implementations would embody different strengths and weaknesses. We recognize that while we feel the Soar architecture provides a good basis for building intelligent agents this is clearly an open area of research. Throughout the dissertation we will return to the question of what constraints the IMPROV theory places on an implementation and how Soar provides one particular approach to meeting those constraints.

1.1 Thesis Summary

This section summarizes the main elements of the thesis and IMPROV’s learning method. This summary can be read as an introduction and overview of the remainder of the thesis. It can also be used by readers only interested in specific topics (e.g. knowledge representation or the learning of operator effects) to gain a general understanding of the system before jumping to the relevant chapter for further details.

In the body of this dissertation (Figure 1.3), we will first explore the constraints that complex environments place on planning and execution. We will then present an operator-based representation that is sufficiently expressive to represent complex actions and to support planning in challenging environments. We then derive a class of possible errors that can exist in a planning agent’s knowledge and show how these knowledge level errors can lead to a range of performance failures. To keep learning tractable in large, complex environments we limit the access IMPROV has to the agent’s knowledge. This restriction presents a challenge for monitoring plan execution
and detecting errors so we will present a procedural method for detecting performance failures. We then present a method for correcting operator precondition knowledge that is based on generating and executing plans until a successful plan is discovered; then analyzing and training an inductive learner on the sequences of operators and states collected during this search. We call this $k$-incremental learning as the number of training instances considered during learning, $k$, only increases until a successful plan is found, ensuring learning is still incremental. IMPROV represents potentially complex operator effects, such as conditional, sequential effects, as a sequence of more primitive single-effect operators. This hierarchical representation also allows IMPROV to solve the problem of learning operator effects by learning the correct preconditions of these single-effect operators. We evaluate IMPROV’s performance on two test domains and demonstrate that IMPROV can recover from errors in its knowledge of operator preconditions or effects in environments which exhibit a wide range of complexities (such as noise, multiple agents, time-critical performance, evolving target domain etc.). Finally, we will demonstrate how IMPROV’s learning can be seen as a weak method and can be guided by additional task knowledge to improve its performance.

1.1.1 The Environment and Procedural Access to Knowledge

IMPROV is designed as a method for learning planning knowledge for autonomous agents. The learning is constrained by the environments that we expect the agents to face. Each property of the environment shown in Figure 1.4 constrains the design of the agent and IMPROV’s learning method (see Chapter 2). The agent plans (rather than just relying on an execution policy that covers all states) because the state and goal spaces may be large and because planning knowledge is usually more general and can be used for many different tasks. The agent is assumed to start with some initial, approximate domain knowledge that IMPROV learns to extend and correct as
<table>
<thead>
<tr>
<th>Environmental Property</th>
<th>Constraint on Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1. Large, Dynamic State Space</td>
<td>Need to plan.</td>
</tr>
<tr>
<td>E2. Large Goal Space</td>
<td>Need to plan, explicit goal representation</td>
</tr>
<tr>
<td>E3. Actions with Complex Structure</td>
<td>Expressive Knowledge Representation</td>
</tr>
<tr>
<td>E4. Actions that Apply in a Large Range of States</td>
<td>Expressive, Efficient and Scalable KR.</td>
</tr>
<tr>
<td>E5. Irreversible Environmental Changes</td>
<td>Learning spans multiple episodes</td>
</tr>
<tr>
<td>E6. Time-critical Tasks</td>
<td>Efficient learning, planning &amp; execution.</td>
</tr>
<tr>
<td>E8. Limited Sensing</td>
<td>Tolerance for Noise/Delays etc.</td>
</tr>
<tr>
<td>E10. Evolving Environmental Processes</td>
<td>Tolerance to changing target knowledge.</td>
</tr>
<tr>
<td>E11. Many Forms of Feedback</td>
<td>Use of multiple knowledge sources.</td>
</tr>
</tbody>
</table>

**Figure 1.4: Environmental constraints on planning and learning**

As actions may produce complex effects, including sequential effects that occur over time, conditional effects or iterative behavior, the agent requires an expressive knowledge representation for the effects of actions. In making the representation expressive, there is a danger that the agent will become inefficient. In many systems, the time to correct existing knowledge grows in proportion to the size of the agent’s planning knowledge (Chapter 3). This is undesirable as the agent’s performance slows as it learns more. One approach to ensuring that performance does not degrade as the agent learns, is to limit the agent’s access to its knowledge. IMPROV’s methods only require procedural access to the agent’s knowledge; that is, the planning knowledge can be executed but cannot be directly searched, examined or modified. As the agent is unable to search or otherwise directly examining its knowledge, learning time is guaranteed to be independent of the size of the knowledge base. This allows IMPROV to use a highly expressive representation for its knowledge, because learning will not examine or otherwise analyze this representation. The agent’s knowledge is divided into operators, with preconditions and actions expressed as sets of production rules. IMPROV uses a compact, intentional representation based on production rules, to keep the space requirements of the agent’s knowledge as low as possible. More extensional representations, such as listing states (popular in some reinforcement learning) or using sets of attribute-value pairs to define regions of state space (popular in symbolic learning) would both require large amounts of space to represent complex functions, such as the preconditions for the operator shown in Figure 1.5.

```
Action: Move-Arm (<x>, <y>, <r>)

Preconditions: if sin(x^2)*cos(y^3) + x^3log(y^5) + xy^2 - 12 > 0 then move-arm

Effects: x = r^2*cos(r)
y = -r^2*sin(r) + log(r)
```

**Figure 1.5: Complex planning knowledge**

To summarize, IMPROV learns planning knowledge that is represented intentionally and is only accessed procedurally. This approach provides sufficient expressiveness to represent complex planning knowledge, while ensuring efficient learning and task performance.
IMPROV builds plans through a state-space search technique called *Uncertainty Bounded Iterative Deepening* (UBID) (see Chapter 4). This is similar to iterative deepening, but the depth of the search is limited by an uncertainty measure, with each operator being assigned an uncertainty that reflects how closely its preconditions match the current state. This leads to a deeper search in areas of the search space that have earlier proved useful to the agent. Plans are represented procedurally, as a collection of rules to reactively guide the agent at each state during plan execution.

### 1.1.2 Framework for Error Correction

The main stages in correcting an agent’s knowledge are:

1. **Classification of errors**
   Determining the errors that can occur in an agent’s knowledge and the range of performance failures the knowledge errors can cause.

2. **Detecting performance failures**
   Recognizing that a performance failure has occurred, either during planning or during plan execution.

3. **Solving the current problem**
   Deciding what is the correct course of action in the current situation. This stage is often folded into the learning phase, where the approach is to learn and then replan.

4. **Learning a general correction for the future**
   Generalizing from the current situation to correct the agent’s knowledge and avoid the error in the future. This learning can be further divided into 3 separate problems:

   - **(a) Credit assignment—Which operators are incorrect?**
     Determining which operator, or operators, have the incorrect knowledge that lead to the performance failure.

   - **(b) Credit assignment—How the operators are incorrect?**
     Having identified the incorrect operator, or operators, the agent must decide how the knowledge about that operator is incorrect. For example, which additional tests to add, to specialize the operator preconditions.

   - **(c) Changing the domain knowledge**
     Finally, the agent must modify its knowledge to avoid the error in future. IMPROV’s restriction to only executing its knowledge means that it must solve this problem without directly modifying the existing, incorrect knowledge. This is achieved by learning new knowledge that works together with the existing knowledge to generate the correct behavior.

### 1.1.3 Correcting Operator Preconditions

**Knowledge Representation**

IMPROV represents the agent’s domain knowledge as a hierarchy of operators (Chapter 3). This hierarchy represents the goal-subgoal structure that is common to many symbolic reasoning systems. IMPROV’s hierarchy is similar to standard top-down structured programming, with each
layer of operators being analogous to a layer of procedures. The distinction is that in IMPROV, the hierarchy is built dynamically using operator precondition rules to determine which operators are included in a particular hierarchy. Control knowledge is folded into the preconditions for an operator, so that for a given goal and state, only a single operator should have its preconditions matched. High-level, abstract operators, are used to represent plans. These high-level operators are implemented by a series of operators that can themselves be sub-plans or traditional, motor-level operators that generate external behavior. An example is shown in Figure 1.6(a). The
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(a) During Execution
```

```
(b) During Planning
```

**Figure 1.6: Domain knowledge as an operator hierarchy**

**Set-Speed 20** operator cannot be achieved directly, so it becomes a goal for the agent with an implementation (or plan) to achieve it consisting of braking and changing gear. During plan execution, the **Brake** and **Shift-Down** operators generate external behavior in the environment, leading the agent to press pedals and change gear (Figure 1.6(a)). During planning, the same operators are used and motor-level operators, such as the **Brake** operator, are further expanded into a model of their expected effects, represented as a series of primitive, single-effect operators (Figure 1.6(b)). In this example, the **DSpeed** operators indicate that the rate of rate of deceleration will change as the agent brakes. These single-effect operators are not required during plan execution, just during planning, although they can be useful in detecting plan execution failures. Thus, operator actions consist of both execution knowledge that generates external behavior and planning knowledge for internal simulations.

Each operator has its own preconditions, represented as a set of production rules for when that operator should be chosen. The hierarchies each show a single expansion for a particular problem, in this case when the car is initially traveling faster than 20mph. If the car was initially traveling at only 10mph, then the hierarchy implementing **Set-Speed 20** would include operators for pressing the accelerator, as the preconditions for the **Accelerate** operator would match instead.

**Classification of errors**

IMPROV’s operator based model for representing domain knowledge defines the scope of possible knowledge errors (Chapter 5). These are limited to:

- Incorrect operator preconditions
  These can be overgeneral, overspecific or a combination.

- Incorrect operator effects
  The agent’s model for the effects of actions can include extra effects, missing effects or a combination.
Figure 1.7: Inability to select an operator during execution signals an error
IMPROV detects a failure during plan execution if the agent reaches a state where it has conflicting suggestions (or no suggestions) on which operator to select next. This approach meshes well with IMPROV’s distributed plan representation, where the plan is represented as a series of production rules that reactively guide the choice of operators during execution, rather than as a single, monolithic plan structure. Figure 1.7 shows an example of a plan to cross an intersection (represented as a set of rules). During execution (rules that are shown in *italics*) the agent is unaware that it must change to a lower gear, so the car stalls after *Set-Speed 0*. As a precondition for *Set-Speed 30* is that the engine is running, no operator’s preconditions are matched and this is detected as an error. This approach can be extended to detecting errors in the expected effects of operator actions, by representing the effects of an operator as a sequence of more primitive operators and detecting an inability to select an operator at the lower level (see Figure 1.6(b)). IMPROV’s method for determining when an agent is still on the path to the goal is augmented by a loop detection method, to ensure that it is making progress to that goal.

IMPROV’s error detection method, as with the rest of its learning, is designed as a weak method. The methods for detecting errors are general purpose methods that make few assumptions about the environment or the agent’s knowledge. It is important to realize that these weak methods can easily be made stronger by the addition of domain specific knowledge. For example, an explicit theory of failure states can be added to IMPROV to enhance its base error detection method. Knowledge can be added easily as all of the agent’s reasoning is represented as production rules within a general purpose architecture for intelligent reasoning.

**Solving the current problem**

IMPROV casts the task of correcting an agent’s knowledge as two search problems (Chapter 9). The first is a search through the space of plans and the second is a search through the space of operator preconditions. During the first search, plans are generated and executed in turn until the agent finds a plan that succeeds for the current goal. The sequences of operators executed during the first search are used to train an inductive learner, leading to the second search for correct operator preconditions.

IMPROV searches for alternative plans in decreasing order of similarity to the original, incorrect plan. As each plan is generated, IMPROV temporarily assumes that the agent’s planning knowledge about the effects of the operators in the plan is correct. It simulates the sequence of operators to determine the outcome of the plan, allowing IMPROV to reject plans that it believes lead to failure. Each plan that reaches the goal in the internal simulation is executed in the world, until the agent finds a plan that succeeds. If a correct plan cannot be found, IMPROV proceeds to try to find a correction within the actions of the operators.

The agent’s actions may be irreversible (for example, moving a chess piece during a game). In this case, the search for correct behavior will be spread across multiple problem solving episodes (multiple games of chess). IMPROV recalls previous failures and previous attempted corrections when it returns to a context similar to where the original failure occurred (Chapter 7). This allows it to search across multiple, temporally disjoint, problems.

As each plan is executed, IMPROV records the sequence of states, operators and the outcome of the plan (success or failure). IMPROV uses these records as positive and negative training instances for the inductive learner, once a successful plan has been found, (see Figure 1.8).
Figure 1.8: Searching for a correct plan

Learning a general correction for the future

IMPROV delays learning until a successful plan has been discovered, which allows it to use the comparisons between the successful plan and the unsuccessful attempts to improve credit assignment during learning (Chapter 9). IMPROV’s delayed learning also helps it avoid incorrect early learning, which can be particularly harmful to an active learner because early learning influences the later instances the agent will see. For example, a driver that learns to stop for every bus, rather than just school buses, will avoid passing buses and so may take a long time to discover that its original learning was overgeneral.

1. Credit assignment—Which operators are incorrect?

IMPROV’s approach to determining the operators that caused a failure is to compare the successful plan to the original, incorrect plan, and use the differences to determine the operators that are in error. For each state in the successful plan, IMPROV determines which operator would have been chosen using the original, possibly incorrect, planning knowledge applied to that state. This original operator is compared to the operator used in the successful plan.

Figure 1.9 shows an example where the agent is unaware that it must change gear before stopping the car, or it will stall. By comparing the successful plan to the incorrect plan, IMPROV concludes that the preconditions for Change-Gear should be generalized (so that operator will be chosen in the future), while the preconditions of Set-Speed 0 should be specialized (so it is only chosen once the agent has changed gear).

This approach can more accurately locate the incorrect operator than existing incremental approaches because IMPROV has access to more information in the form of the successful plan. Traditional approaches that only consider a single incorrect plan during learning are forced to rely on a fixed bias. For example, temporal difference methods assign most blame to the final step of a plan (Set-Speed 0). It is very difficult for such a system to discover that the true correction is earlier in the plan, while still maintaining the final Set-Speed 0 operator, which is required in any successful plan.
Figure 1.10: Differences between states used for credit assignment

Figure 1.10 shows an example of how comparing a positive instance to a negative instance can improve learning. No matter how good the inductive learner is, there is insufficient information from just the initial negative instance to determine the cause of the failure. IMPROV benefits by delaying its learning until it has found a successful plan and therefore avoids making an incorrect early induction.

As the induction is based on a set of instances, we call this $k$-incremental learning. The $k$ refers to the size of the set of instances passed to the learner during training and the learning
is still incremental as the set of instances only increases until a successful plan is discovered. \( K \) will vary from problem to problem, as \( k \) is the number of trials of an operator before a success is discovered. However, as the number of instances considered during learning does not grow over the life of the agent, the learning is still incremental. This weak inductive learning can also be made stronger by the addition of domain specific heuristics.

3. Changing the domain knowledge

IMPROV’s procedural access to the agent’s domain knowledge means the agent cannot directly examine and modify the incorrect knowledge. Instead of searching its rule-base for the incorrect knowledge (a potentially expensive process), IMPROV learns additional rules that correct the decision about which operator to select. Operator preconditions are specialized by learning rules that indicate the operator should not be chosen. Preconditions are generalized by learning additional rules for when the operator should be selected.

The preconditions of an operator determine whether it is included in a particular operator hierarchy. An operator can be added to the hierarchy by generalizing its preconditions, or an operator can be removed by specializing its preconditions.

![Diagram](image)
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**Figure 1.11: Correcting preconditions for Shift-Up and Shift-Down**

For example, the agent’s initial knowledge in Figure 1.11(a) is incorrect as the Shift-Up operator is included in the implementation (or plan) to achieve Set-Speed 20. The correct operator, Shift-Down, is included in the final hierarchy (Figure 1.11(b)), by generalizing its preconditions so that it is chosen when decelerating to 20mph. At the same time, the incorrect Shift-Up operator is removed by specializing its preconditions so that it is not chosen when decelerating.

1.1.4 Correcting Operator Effects

IMPROV corrects the planning knowledge that models the effects of external actions. The corrected planning knowledge is then used for subsequent planning and to learn and correct execution knowledge, as shown in Figure 1.12. Thus, the task for IMPROV is to learn the correct operator effects.

IMPROV corrects planning knowledge for the effects of operators by correcting the preconditions of a sequence of more primitive operators at the next lower level of the operator hierarchy (Chapter 11). To see how operator preconditions can be used to correct operator effects, consider the example shown in Figure 1.13. In this example, the agent’s initial knowledge models the effects of pressing the brake pedal as producing a faster initial rate of deceleration than actually occurs.
Figure 1.12: Correcting external behavior by correcting planning knowledge

Figure 1.13: Correcting preconditions for DSpeed -4 and DSpeed -6
Figure 1.15: IMPROV's final representation for the effects of braking

after learning (T operators indicate when time advances). Existing systems that learn the effects of operator actions are unable to represent or learn this type of sequential effect. IMPROV's approach to learning operator effects, by correcting precondition knowledge at a lower level, is guaranteed to terminate at the single-effect level. This is because single-effect operators only manipulate a single symbol (e.g. DSpeed) and therefore the planning knowledge for these operators is guaranteed to be correct. The question is whether or not to include one of these operators in the effects of a motor-level operator, rather than changing the effects modeled by the single-effect operators; a
decision which is based on the precondition knowledge of the DSpeed operators.

### 1.1.5 Evaluation

We have evaluated IMPROV on two test domains: a simulated robotic manipulation task and a simulated car driving domain. We tested IMPROV’s performance on each of the environmental properties described in Figure 1.4 and demonstrated that IMPROV can efficiently learn planning knowledge in complex environments that include large goal and state spaces, noise, evolving target domains and time-critical tasks. We also demonstrated that IMPROV’s $k$-incremental learning leads to better quality learning through improved credit assignment by comparing the $k$-incremental approach to a version of IMPROV that learns from each training instance immediately. Further, we demonstrated how the addition of just a few rules or some simple instructions from a human instructor, could significantly improve the performance of each phase of IMPROV’s learning. By developing a weak learning method, IMPROV’s learning can be guided by any knowledge that is readily available, without relying on specific knowledge being present for every task or in every domain.

### 1.1.6 Contributions

The main contributions of this thesis are:

1. Presenting a framework for learning planning knowledge
2. Presenting a method for learning planning knowledge in complex environments
3. Casting learning as a weak method within a general problem solving architecture
4. Presenting K-Incremental learning
5. Demonstrating that operator effects can be learned by correcting operator preconditions
6. Demonstrating that procedural access is sufficient for learning operator knowledge
CHAPTER 2

Environmental Constraints on Planning and Learning

2.1 Introduction

The focus of this research project is on developing autonomous agents that learn, plan and act in an external environment. This chapter describes how the environment constrains the design of the agent. For example, time-critical tasks and a continual existence constrain the agent to learn incrementally. Our intention is to develop a system that is as flexible and general as possible, rather than being specific to one target set of environments. As we will see, this leads to IMPROV being a weak, general purpose learner that can be strengthened by the addition of domain-specific knowledge. In the next section we describe the environmental properties and briefly mention how they constrain the agent’s design. In the remainder of the dissertation, we discuss these constraints in more details and present methods that satisfy them.

2.2 Environmental Properties

Figure 2.1 summarizes the list of environmental properties and how they constrain the agent’s design. If the agent is to function in a given type of environment, it must meet the constraints that environment imposes on the agent. In this discussion, the “environment” is taken to include the tasks the agent will be asked to perform and also the actions that the agent can take, as both constrain the agent’s design.

E1. Large, dynamic state space

There may be a large number of goal-related objects in the environment. Each object may have many properties and relations to other objects. The set of objects in the environment may increase or change over time. For example, an agent that navigates in a changing world where the destinations and possible routes change over time. This environmental property motivates the use of a planner rather than just relying on a complete execution policy that maps states and goals to actions. As the number of possible states increases, perhaps even being infinite, it can be infeasible to maintain a complete execution policy (see Chapter 3).

E2. Large, dynamic goal space

The number and range of possible tasks may be large and the set of tasks may change dynamically. Again, the agent navigating to arbitrary destinations in a changing world is an example of this. The size of the agent’s goal space, also motivates the use of a planning system, rather than storing a complete policy to cover all states and goals (Chapter 3).
<table>
<thead>
<tr>
<th>Environmental Property</th>
<th>Constraint on Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1. Large, Dynamic State Space</td>
<td>Need to plan.</td>
</tr>
<tr>
<td>E2. Large Goal Space</td>
<td>Need to plan, explicit goal representation</td>
</tr>
<tr>
<td>E3. Actions with Complex Structure</td>
<td>Expressive Knowledge Representation</td>
</tr>
<tr>
<td>E4. Actions that Apply in a Large Range of States</td>
<td>Expressive, Efficient and Scalable KR.</td>
</tr>
<tr>
<td>E5. Irreversible Environmental Changes</td>
<td>Learning Spans Multiple Episodes</td>
</tr>
<tr>
<td>E6. Time-critical Tasks</td>
<td>Efficient Learning, Planning &amp; Execution.</td>
</tr>
<tr>
<td>E8. Limited Sensing</td>
<td>Tolerance for Noise/Delays etc.</td>
</tr>
<tr>
<td>E9. Environmental Changes Independent of the Agent</td>
<td>Difficult to Predict Environment</td>
</tr>
<tr>
<td>E10. Evolving Environmental Processes</td>
<td>Tolerance to Changing Target Knowledge.</td>
</tr>
<tr>
<td>E11. Many Forms of Feedback</td>
<td>Use of Multiple Knowledge Sources.</td>
</tr>
</tbody>
</table>

**Figure 2.1: Environmental constraints on planning and learning**

Additionally, this constraint may be a problem for learning systems. Many reinforcement learners attempt to maximize “reinforcement” without explicit structures to represent goals, leading to problems of task interference, where the trained system loses skill on one task as it learns another [McCloskey and Cohen, 1989; Ratcliff, 1990].

**E3. Actions may have a complex structure**

Actions may have *duration*, taking time to produce changes in the world and possibly producing a series of *sequential* or *transitory effects*. The effects of an action may also be *conditional* on the current state of the world. For example, pressing the brake pedal in a car produces different effects depending on the current road, weather and tire conditions. Effects may occur in *parallel* or require *iterative* behavior. This property constrains the agent’s representation of the effects of its actions. The representation should be sufficiently expressive to model these effects if the agent is to plan effectively (Chapter 11).

**E4. Actions may apply to a large range of situations**

Actions may be appropriate in a wide range of different situations. For example, you may brake to avoid another vehicle, to stay under the speed limit or to signal a tailgater. This property constrains the agent to use a representation that is at least expressive enough for large sets of disjunctive and conjunctive conditions. When the range of conditions is scaled to hundreds per operator for large numbers of operators, it also constrains the system to have efficient access to its domain knowledge. Ideally, the access cost should remain constant as the amount of knowledge increases.

This condition also constrains learning. The presence of large sets of preconditions for an action can lead to slow and inefficient learning if the learning method relies on analyzing the full set of preconditions during any correction (Chapter 3).

**E5. Environmental changes may be irreversible**

The agent’s actions or other external processes produce changes that cannot be reversed through the agent’s actions. For example, an agent that makes the wrong move while playing chess cannot take it back and make another move. This situation often arises when the agent is unable to recreate the problem state. For example, an agent that incorrectly drives through
a red light at an intersection cannot back up and try again. The driver cannot immediately recreate the state that precedes running the red light. Similarly, a pilot who has a bumpy landing usually cannot take-off and try again.

This condition constrains a learner to consider instances that do not occur during the same problem solving episode (Chapter 7). Some analytic approaches assume that the environment is reversible or repeatable and therefore, that the agent will see enough instances clustered together to identify the cause of a failure during a single episode. If the instances are spread across multiple episodes, the learner must contend with correcting multiple errors in its knowledge simultaneously (the pilot who has trouble driving a car and landing a plane). Naturally, one approach to this is to treat each episode as completely independent, but then the agent potentially loses useful information that can be extracted when related training instances are considered together (Chapter 9).

E6. The task may be time-critical

There is limited time available for the agent to reason and learn. For example, when driving, the car continues to move as the agent plans, acts and learns. This property constrains the agent to not be arbitrarily slow in selecting actions in the environment. This is a weak constraint—the agent must not become progressively slower as more knowledge is learned. However, the agent is not required to reason about the time available for actions, in order to achieve its goals. Our agents have sufficient time to reason, as long as their learning does not progressively slow the agent down. Many traditional deliberate learning systems become progressively slower as the amount of domain knowledge increases and as the number of training instances expands. Both of these mechanisms lead to systems that grow slower as they learn, eventually leading to arbitrarily slow task performance (Chapter 3).

E7. Tasks may be long-term and existence is continual

The agent may be continually active in the environment without time to consolidate or update its knowledge during a period of “down time”. This constraint requires that the agent incorporate new knowledge efficiently into its existing knowledge base. More specifically, this constraint, together with E6 leads to a requirement that the learning be incremental, where the time to learn from a new instance is not dependent on the total number of instances already seen (Chapter 9).

E8. Sensing may be limited

The agent’s knowledge about the current state of its environment may be incomplete or incorrect. Sensing may be noisy, where an incorrect value is reported by a sensor. It also may be delayed where it takes time for the current value in the environment to be sensed by the agent. Certain properties may be hidden where the agent is simply unable to sense them at all. Because of these limitations on sensing it is important that a learning system does not rely on complete and immediate sensing. Many deliberate learning systems make this assumption to simplify credit assignment and therefore limit the range of environments where they are applicable (Chapter 9).

Sensing is potentially a very complex issue. In this research we have focused on passive sensing, where the agent receives (possibly incorrect) input without cost. More generally, sensing can require effort by the agent and may be adjustable. For example, a telescope has

---

1This term is used in its mathematical sense. In other words, for any time bound, by choosing the inputs the system can be made to perform more slowly than the bound.
to be pointed at a particular location and can be zoomed in or out to change the scale of the observed objects. This is active sensing and is not directly considered in this project.

E9. The environment may change independently of the agent

There may be other agents or other processes acting on the environment. This is an issue when executing plans because the agent may have to react to unexpected changes in the environment. For example, when approaching a red traffic light, the agent may have built a plan to stop and cross when the light turns green. If the light changes before the agent reaches the intersection it should not stop, it should just cross the intersection. Equally, the agent should be able to build a plan that lets it stop if a pedestrian happens to step out into the road.

This also presents a challenge for learning. Traditionally, deliberate systems have credited all changes in the environment to the last action of the agent. This is clearly a useful heuristic, but it cannot be assumed to be always correct. Learning should account for the fact that an action’s effects may occur at the same time as other independent changes in the environment (Chapter 11).

E10. Environmental processes may change over time

The processes that govern the environment may evolve over time. For example, as tires wear out, braking may take more time. This form of dynamism in the environment is more complex than occurs when a simple feature changes value (for example, a traffic light changing color). When the processes change, the agent’s knowledge of the environment will also have to evolve or it will become incorrect (Chapter 10).

In some cases the distinction between an evolving environment and a changing feature is blurred. The wearing out of a car’s tires may be seen either as a change in the way the environment works or as simply moving to a new part of a more “global” model. In this global model, there are processes for tires that are new and processes for tires that are worn. This distinction is largely unimportant. What matters is the effect of these types of change on the agent’s knowledge and whether it becomes invalid or incomplete. In general, the agent may be unable to sense the triggering property, in which case the agent is usually forced to model the domain as truly evolving.

E11. Feedback about the environment may take many forms

Feedback may take many different forms and may be external (from the environment) or internal (extra, possibly intractable, internal knowledge bases). For example, the obvious source of feedback from driving a car is whether the agent achieves (or fails to achieve) its goals. However, the agent’s knowledge about a car may also consist of an observed model of causes and effects—pushing the brake causes the car to slow down. It might also include deeper theories, such as a model of hydraulics and friction explaining why pressing the brake pedal slows the car, or it may include instructions from a driving instructor—brake whenever you’re closer than 2 seconds from the car in front. These are all in addition to feedback about the success or failure of actions to reach the agent’s goals. The general property is that the agent should be able to use a range of different sources of knowledge to guide its decisions about how to act in the world. Each of these types of knowledge may be presented and represented differently and an agent that can integrate them smoothly will be more effective that one that is limited to one form or has to reason about each source independently (Chapter 9, 10).
CHAPTER 3
Representation of Planning Knowledge

Before presenting an approach to learning, planning and execution that attempts to meet all of
the environmental constraints from the last chapter, we will first explore the role that knowledge
representation plays. In this chapter we will discuss the existing use of declarative access to an
agent's domain knowledge and identify some of the limitations of this approach to knowledge
representation. We will argue that assuming the agent has only procedural access to a compact
intentional representation is more appropriate in a system that is to learn and act in the complex
environments of Figure 2.1. As further evidence of this correlation, we will demonstrate that existing
reinforcement learners typically rely on just procedural access to their knowledge and are applicable
to these challenging environments. Meanwhile theory revision systems assume declarative access
but are generally not applicable to these environments. We will further argue that deliberate
learners, that explicitly reason about the correctness of an agent's knowledge, can learn from fewer
examples than implicit learners, that just rely on general purpose induction algorithms.

3.1 Procedural vs Declarative Representations

As the terms procedural, declarative, extensional and intentional have many different interpre-
tations in this field, we will use a computational model to define our use of them. We will describe
three dimensions, use them to classify existing learners and demonstrate that there is a strong cor-
respondence between these dimensions and the ability of the learner to function in the environments
outlined in the last chapter. The three dimensions are:

1. Time to access data encoded in the representation during learning

   This is the cost to modify the agent's domain knowledge during learning. It typically varies from:
   \[ \geq 0(\text{size of representation}) \text{ to } O(1) \]

   Methods that are at the \(0(\text{size of representation})\) end of this spectrum, we will refer
to as having declarative access. While methods at the \(O(1)\) end we will refer to as having
procedural access. We will shortly discuss some specific examples, but the intuitive distinction
is whether the agent can search or otherwise manipulate the entire representation during
learning. This is generally only possible when the agent has full, or declarative, access to
its knowledge. In contrast, agents that have only limited access to their knowledge, such as
procedural access where the agent can only execute the knowledge, will not have learning
costs that are proportional to the size of the representation. It is important to recognize
that while learning times proportional to the size of the representation require the agent to have declarative access to that knowledge, the reverse is not necessarily true. An agent with declarative access to its knowledge may not use that full access or may use indexing methods to reduce access times. However, an agent that is capable of full, declarative access that only makes limited accesses, is essentially working with a more limited level of access and is closer to a procedural system. Given that learning costs may be proportional to the size of the representation, size becomes our next dimension, especially as different systems require different space to store the same knowledge.

2. Size of the representation

![Regions of state space indicating when an action should be selected](image)

**Figure 3.1: Regions of state space indicating when an action should be selected**

This is the amount of space required to describe the agent’s knowledge about the domain. We will focus on how to represent when to select an action, although there are parallels in representing the effects of an action. Let’s assume the state space can be divided into \( n \) regions for when a particular action should be chosen. Figure 3.1 shows an example of deciding whether a fisherman should leave port, based on the current fish stocks and the time of year. The point is that the state space could be divided into a number of irregularly shaped regions depending on fishing regulations, holiday dates, tides etc. Naturally, a real example would be based on many factors and the regions would be in a multi-dimensional space.

In representing \( n \) regions of the state space, the size of the representation in learning systems typically varies from:

\[ O(\text{exponential}(n)) \text{ to } O(n) \text{ to } O(\log(n)) \]

We will use the term *extensional* to refer to representations that list each state when an action should be taken. These representations are proportional to the size of the state space and therefore grow exponentially as the number of regions and the size of the space grows. They fall at the large end of this spectrum. In the middle of the spectrum are *semi-extensional* representations, typically based on a disjunctive normal form, to represent when an action should be selected. These representations use a series of attribute-value conditions to enumerate each region and therefore represent a more intentional representation. However, the representations are still proportional in size to the number of regions. At the smallest end
of spectrum are fully *intentional* representations that use an unrestricted function to represent when an action should be selected. A single function can define a large number of regions, even an infinite number in extreme cases, using a very compact representation. This representation can therefore be sublinear in its space requirements.

To help clarify this, consider the example shown in Figure 3.2. This example helps to demonstrate that it is not always natural, or easy, to represent an agent’s knowledge as either an extensional list of states or a semi-extensional disjunctive normal form. Computing the regions where this action will be chosen would require significant numerical analysis and could, in extreme cases, lead to an unbounded number of regions and therefore very large extensional or semi-extensional representations approximating the function.

<table>
<thead>
<tr>
<th>Action : Move-Arm (&lt;x&gt;, &lt;y&gt;, &lt;r&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preconditions: ( \sin(x) \cos(y^{0.3}) + x^2 \log(y^5) + xy^2 - 12 &gt; 0 ) then move-arm</td>
</tr>
<tr>
<td>Effects : ( x = r^2 \cos(r) )</td>
</tr>
<tr>
<td>( y = -r^2 \sin(r) + \log(r) )</td>
</tr>
</tbody>
</table>

Figure 3.2: Action with complex preconditions

3. Explicit reasoning about the agent’s knowledge

This dimension defines the degree to which an agent reasons about the correctness of its knowledge, rather than just its task performance. This is a form of meta-level reasoning, as the agent reasons about the underlying knowledge that leads to task performance, rather than just reasoning based on the task performance itself. We will use the term *deliberate* learner to refer to an agent that reasons about errors in its knowledge and *implicit* learner to refer to agents that limit their reasoning to task performance.

We will now discuss existing methods for learning domain knowledge in light of these three dimensions and the environmental constraints we discussed in the previous chapter. In this discussion, we will particularly focus on the learning of precondition knowledge, knowledge about when to select an action. In Chapter 11 we will discuss approaches to learning the effects of actions.

The existing approaches generally fall into the categories summarized in Figure 3.3. This diagram is inevitably somewhat complex as it shows a 3-dimensional space. Systems at the “front” of the figure (lower left) learn deliberately, while those at the back are implicit learners. Each plane is then divided into procedural and declarative access against intentional and extensional or semi-extensional representations. Learning costs increase up and to the right, as the agent’s knowledge is scaled to larger problems. Thus, we feel IMPROV represents an interesting part of the space to explore, using procedural access to a compact, intentional representation while still supporting deliberate learning.

### 3.1.1 Deliberate Learning of Declarative Representations

This section describes some representative examples of systems that learn by deliberately reasoning about errors in the agent’s knowledge. They are often labeled theory revision systems. These systems typically rely on full, declarative access to the agent’s domain knowledge and typically represent that knowledge in a semi-extensional form as a list of symbolic conditions for when to take an action. They are not generally applicable to the more challenging environments of Chapter 2.
Figure 3.3: Classification of learning systems

EXPO, LIVE and OBSERVER

EXPO [Gil, 1991; Gil, 1993], LIVE [Shen and Simon, 1989] and OBSERVER [Wang, 1995; Wang, 1996] share a similar STRIPS-like [Fikes and Nilsson, 1971] representation. Operators are declaratively represented as structures with lists of preconditions and effects. The preconditions are represented in disjunctive normal form. The effects are limited to a single, state-to-state transition, although they can include conditional effects.

EXPO [Gil, 1991; Gil, 1993] learns corrections to its domain knowledge by designing experiments to refine initially overgeneral operator preconditions. Errors are detected by explicit monitoring of operator preconditions and actions, before and after an operator is executed. This detection process relies on the declarative access to the operator preconditions and effects. EXPO assumes complete and immediate sensing, allowing it to restrict the error to the last operator applied. EXPO designs and executes a series of experimental plans until a cause of the failure has been identified. The design of the experiments relies on declarative access to preconditions represented in disjunctive normal form. The search for the cause of a failure is guided by a series of heuristics, such as locality of action, similarity to other operators and generalization of previous experiences combined with a module to efficiently design experiments. Once the cause of the failure has been determined, EXPO changes the operator preconditions accordingly.

LIVE [Shen, 1989; Shen, 1994] and the more recent OBSERVER [Wang, 1995; Wang, 1996], learn domain knowledge by executing actions in the environment and observing the results. LIVE and OBSERVER rely on the assumption that changes in the environment are due to deterministic actions of the agent. Differences between the state before and then after an action are used as the basis of learning. In LIVE, features which disappear after an operator has been applied become preconditions, while new features become actions. When an inaccurate predicted effect is detected, LIVE recalls the last instance of applying this operator. The differences between the state now and the earlier state are used to specialize the operator preconditions. The unexpected features (which
triggered the error) become new actions. OBSERVER initially learns operator preconditions from analyzing a series of expert execution traces, and then refines these through exploration. The set of operator preconditions is represented as two sets, one a most specific version and the other a most general version, consist with the observed training instances. These sets are refined in a manner similar to that of version spaces [Mitchell, 1982] and relies on operator preconditions being a single, conjunctive set.

The STRIPS-like planning representation allows these systems to reason in large state and goal spaces (E1 and E2) and (for EXPO and OBSERVER) to use a full planner from the PRODIGY architecture [Minton et al., 1989; Carbonell et al., 1991]. Experiments or explorations are deliberately selected for their ability to guide learning, thereby re-using the internal planning as a source of guidance during learning (E11). However, the representation is not expressive enough to model complex actions such as ones that produce sequential effects over time (E3). Also, although the representation language is sufficiently expressive to include disjunctive operator preconditions, the learning methods assume only conjunctive preconditions (violating E4). The standard STRIPS solution to this problem is to split disjunctive operators into multiple conjunctive operators. However, this prevents any transfer of learning between these split operators (e.g. when the effects of the operator change). Learning time for these STRIPS-like representations is also proportional to the size of the operator structures (violating E6) although it can usually be incremental (satisfying E7). Sensing is assumed to be complete, immediate and noise-free (violating E8) and all changes in the environment are assumed to be due to the agent’s actions, preventing these systems from being used in domains with external processes or other agents (E9). Finally, the learning is assumed to be correct and is generally irreversible. Therefore a domain with processes that evolve would be unlearnable (E10).

EITHER/NEITHER, FOIL/FOCL and TRAIL

EITHER [Ourston and Mooney, 1990] and the more recent NEITHER [Baffes and Mooney, 1993], correct errors in Horn-clause propositional logic domain theories. EITHER corrects errors in the theory as a whole. The theory’s preconditions are antecedents of the Horn clauses that lead to an example being classified as belonging to the theory. The antecedents are represented in disjunctive normal form in EITHER and N-of-M form in NEITHER, both semi-extensional, although NIETHER’s representation will be more compact on some problems. The actions are limited to category labeling. For example, the preconditions for an object are that it has a handle, a flat bottom and is an open vessel, and the action is labeling it as a cup. In EITHER, training examples include the label, reducing the credit assignment problem of determining which theories (or operators) need to be corrected. Overspecific and overgeneral theories are repaired by constructing all possible repairs to the theory and then ranking the theories according to a series of metrics. This process relies on having declarative access to the set of theories. The ranking is based on the number of examples covered, the size of the repair and the number of new, incorrectly classified examples it creates. A non-incremental, greedy algorithm iteratively adds the best repair to the new theory until all examples are covered.

FOIL/FOCL

FOIL [Quinlan, 1996] learns horn clause classification rules, or first-order logic programs, and is therefore an example of inductive logic programming. FOIL has been extended to FOCL [Pazzani et al., 1991; Pazzani and Kibler, 1992], which also includes an explanation-based learning component. FOIL uses a greedy algorithm, based on adding literals with maximum information gain, to cover a
set of positive training instances, while avoiding covering negative instances. The classification rules FOIL learns can be seen as operator preconditions, represented in a semi-extensional disjunctive normal form. As the algorithm is non-incremental and the representation is built up one literal at a time, learning time is proportional to the size of the representation.

**TRAIL**

TRAIL [Benson, 1995; Benson and Nilsson, 1996] learns planning knowledge in the form of teleoperators (or TOPS). Operators consist of a precondition (or \textit{preimage}) which can be disjunctive, an action, a single intended effect (or \textit{postcondition literal}) and a set of probabilistic side effects. The action is continuously executed until the postcondition literal is achieved. The sequence of states the agent passes through, until it either achieves the postcondition or reaches a time limit and fails, are recorded and used as training instances for an inductive logic programming module. TRAIL requires that the preconditions of the operator remain true for the duration of the operator. This means that each state, along the course of a successful operator application, is a positive instance of the operator precondition. The ILP module [Muggleton and Feng, 1992] is trained on each of these instances. This learning is similar to IMPROV's training on a set of instances, but in IMPROV's case the instances are collected across multiple training episodes. TRAIL takes an interesting approach to learning operator the effects of actions with duration, which is discussed in Chapter 11 and TRAIL makes fewer assumptions about the environment than is typical of deliberate, declarative learners.

The domain knowledge learned in these deliberate systems can be used for planning in large state and goal spaces (E1, E2). Learning time is proportional to the size of theory and is usually not incremental (violating E6 and E7) and presenting problems for learning in an evolving domain as the training instances will contradict each other (violating E10). These systems generally assume complete and perfect sensing as the theory must cover all training instances (although this restriction can be relaxed to improve noise tolerance, as happens in TRAIL) (E8).

**CHEF**

CHEF [Hammond, 1989; Hammond, 1986] uses case-based reasoning to repair plans and recover from failures. CHEF records a library of plans and a library of patches that can be used to convert an existing plan into one applicable to a new goal. CHEF recovers from plan execution failures by analyzing an explanation of the failure. CHEF selects a plan repair method on the basis of classifying the explanation of why the failure occurred. It uses the repair method to correct the plan and stores the new plan for future use. The new plan is indexed on the basis of features derived from the explanation as being the cause of the failure. A crucial assumption of CHEF is the availability of the causal explanation, making CHEF more of an explanation based learner (although using the explanations in a different way from standard EBL/EBG), than a knowledge level (or inductive) learner.

These systems are only intended to be representative examples of deliberate, declarative learners. There are a great number of other theory revision systems, each embodying different strengths and properties. For example, FORTE [Richards and Mooney, 1991] extends EITHER to first order logic as does GENTRE [Asker, 1994]. DUCTOR [Cain, 1991] is similar to EITHER, but including additional abduction components, and is in turn similar to OCCAM [Pazzani, 1988; Pazzani, 1991]. CLIPS-R [Murphy and Pazzani, 1994] even applies theory revision to production rules. However, the character of these systems is similar to those discussed above, relying on declarative access to the domain theory to support deliberate learning.
3.1.2 Implicit Learning of Intentional Representations

This section describes some examples of systems that learn implicitly. These systems are often labeled as reinforcement learning systems. Learning is implicit because it identifies incorrect task performance, rather than incorrect knowledge. This prevents the learner from localizing the correction. Consider the example of an agent that drives through a corner too quickly, leading to a skid. The incorrect performance (the skid) will lead to negative feedback and credit will be assigned to each step in driving through the corner, including braking, turning etc. Eventually, the agent may drive more slowly, but this will never have been explicitly located as the cause of the failure. These learners typically learn a compact, intentional representation.

Classifier Systems

Classifiers [Holland, 1986; Booker et al., 1989], represent domain knowledge as rules. The rules are typically fixed length binary strings which restrict their expressiveness and the agent relies on reactive execution rather than planning to select actions. As rules can be combined into sequences, or chains, that lead to actions in the world, a set of rules can represent complex functions and is therefore intentional. Error detection implicitly occurs when reinforcement is not received after taking an action. Rules have a strength which indicates the usefulness, or fitness, of the rule. Credit for successes is assigned through backward-chaining in the bucket brigade algorithm. The strength of a rule is reduced when it fires, thereby penalizing rules that do not lead to success (and positive reinforcement). As learning only requires access to the sequence of rules that contributed to a result, the bucket brigade does not require declarative access to the rule base. Errors in a specific rule’s knowledge are not identified and corrected by classifier systems. Instead, rules that are generally successful are used to create new offspring through the use of a genetic algorithm, with the offspring replacing other low strength (and hopefully incorrect) rules. It can be shown [Booker et al., 1989] that by doing this the more useful sections of a rule, or building blocks, will be preserved in future rule populations, while less useful parts are lost. The genetic algorithm requires declarative access to the rule base to produce the offspring generation. In classifier systems the size of the rule base is fixed. This ensures that learning time does not increase as the agent learns more. However, it does mean that classifiers suffer from over-training and task interference as previously valuable rules are discarded to make room for currently useful rules.

Backpropogation in Neural Networks

Neural networks trained using backpropogation [Rumelhart et al., 1986], or related temporal difference methods [Samuel, 1959; Sutton, 1988; Tesauro, 1992], implicitly correct domain knowledge by adjusting the network to more accurately model the training information or environment. Domain knowledge is represented as a network, intentionally encoding a complex mathematical function. The network can be seen as representing the preconditions of an operator, with the network’s output indicating the choice of action. Errors take the form of differences between the network’s output and the desired output. As the network essentially represents a single, complex operator the credit assignment problem is to identify the parts of the network that contributed to an incorrect output. Credit is assigned in proportion to the activity of a node and the strength of its connection to the output. As credit is assigned to all of the features present during a failure, the incorrect knowledge is only implicitly detected and removed over many instances. Changes are made by adjusting the connection strengths between nodes to reduce the size of the error. Nodes that are active when the agent acts incorrectly will have their connection strengths reduced over time, removing them as conditions for the action. Nodes active during successes will have their
connections strengthened, effectively adding them to the preconditions for an action. Although neural networks only have procedural access to the network during reasoning (connection strengths cannot be reasoned about), full declarative access to all of the network’s connections is required during learning. Thus, learning time is proportional to the size of the network. As in classifiers, the size of the representation is fixed, ensuring that learning does not slow down over time, but leading to problems with over-training and task interference [McCloskey and Cohen, 1989; Ratcliff, 1990].

3.1.3 Implicit Learning of Extensional Representations

Q-Learning

Q-learning [Watkins, 1989; Watkins and Dayan, 1992] also implicitly corrects the agent’s domain knowledge by improving the accuracy of the predicted reward for taking a particular action. Knowledge is represented by a set of Q-values, one for each state and action pair. As a result, Q-learning requires a full, extensional representation and as a result is generally only applicable to small state and goal spaces. These Q-values predict the expected reward for taking an action in a given state. Errors are based on the difference between the expected reward for the states before and after an action, along with the actual reward received. Q-learning assumes the environment provides immediate reward after each action, resolving the problem of determining which action should receive credit for the reward. Changes to the domain knowledge are made by adjusting the Q-values associated with a particular state and action. As these entries can be efficiently indexed, the agent does not require full declarative access. If less reward is received than was expected, the Q-value will be reduced, making that action less likely to be chosen in future. Together the Q-values for a particular state effectively represent the preconditions for the different actions that the agent could take. An example of a system that uses Q-learning for agent-based learning is Dyna-Q [Sutton, 1990].

Neural networks, Classifiers and Q-learning make few assumptions about their environment and do not model the effects of the agent’s actions in the world. This makes them applicable to domains with limited sensing, exogenous events and processes that change over time (E8, E9, E10). The fixed size of the representations and the incremental learning algorithms mean learning time remains constant during the life of the agent satisfying E6 and E7. As the effects of actions are not modeled by the systems they can be complex in structure and widely applicable (E3,E4) although this lack of modeling also prevents the systems from planning. On the downside, reinforcement learners are usually applied to only a single task (and suffer interference effects if trained on multiple tasks) and are limited to a static state-space due to the static nature of the representations (thus violating E1 and E2). Also, they are generally only able to learn from a single source of knowledge–reinforcement (E11). Recently there has been some work on using other knowledge sources, such as instruction [Maclin and Shavlik, 1996], in neural network learning, but incorporating other knowledge sources remains a challenging problem.

3.1.4 Summary of Existing Approaches

To summarize, we can classify existing research in terms of its knowledge representation, the access to that knowledge and whether the knowledge is directly reasoned about. We can then draw correspondences between the knowledge representation and the environments where the system can be applied (see Figure 3.4).

The systems that are applicable to a wide range of environments (reinforcement learners) tend to have expressive intentional representations and either use limited procedural access or have
declarative access to a representation of a fixed, small size. These systems are limited in their ability to plan, transfer their learning or work on problems that require dynamic changes to the state and goal representations. Also, they limit themselves to implicit learning, without the meta-reasoning to locate knowledge errors that can lead to more accurate learning.

The other class of systems (theory revision systems) require full declarative access to larger semi-extensional representations. These systems can plan and work on problems that involve large and dynamic state and goal spaces. However, they are not applicable to many of the other classes of environments that contain other agents, noisy sensing, fast, incremental learning etc. Also, they cannot efficiently represent complex preconditions that divide the state space into many regions, possibly leading to problems as the systems are scaled up or applied to control tasks.

In essence, declarative access to possibly large representations trades expressiveness for tractability. Having declarative access to the complete model of the agent’s actions can be very useful in guiding learning, leading to deliberate learning and planning. However, it should not be assumed that declarative access comes without cost. Either the representation is fixed in size and does not include a model of the agent’s actions (preventing planning and leading to task interference problems) or learning becomes slow and inapplicable to many complex environments.

This is not an argument that declarative access to knowledge is always inappropriate, rather that there are potential pitfalls from assuming declarative access is readily available. This result means that one interesting avenue to explore is the case of assuming the agent only has procedural access to a compact, intentional knowledge representation. By developing methods that assume only procedural access, learning times can be guaranteed to be independent of the size of the agent’s representation. Also, by using an intentional representation, that representation can be kept small and efficient to execute. From this knowledge representation, we can build up methods that embody the benefits of deliberate learning and have a method that is applicable to challenging environments.

### 3.2 IMPROV’s Procedural Representation of Planning Knowledge

As we would like IMPROV to function in the challenging environments of Chapter 2 and as full declarative access may inhibit this, we are exploring the hypothesis that declarative access to just
the names of operators is sufficient for learning and correcting planning knowledge. The remainder of the agent’s knowledge is only accessed procedurally, ensuring that IMPROV does not suffer from the potential pitfalls associated with declarative representations. In this section we present IMPROV’s representation for domain knowledge.

Most domain theory learning systems that plan, represent their domain knowledge as sets of independent operators, where each operator corresponds to a different action the agent can perform in the world. These operators are used for planning as well as for execution of actions in the environment. During planning, the operator simulates the effects of an action on an internal model, while during execution, the operator initiates motor actions in the world. The operator based representation makes planning more efficient by supporting reasoning at a larger grain size for backtracking and problem decomposition. Without an operator (or other similar larger structure) to organize the agent’s knowledge, reasoning is limited to individual inferences rather than the groups of inferences represented by an operator.

Collecting knowledge into operators brings an additional locality for that knowledge that can improve learning as well as planning. First, conflicts or gaps in the agent’s knowledge can be detected when there is insufficient knowledge to decide which operator to select or apply next. Second, selection knowledge (when to do something) can be learned and corrected independently of implementation knowledge (what to do). We will return to both of these issues later in discussing IMPROV’s error detection and correction methods.

IMPROV adopts the operator based model for its domain knowledge—although it limits the agent to just procedural access to this knowledge.

3.2.1 Planning Knowledge – Functional Requirements

IMPROV is an investigation of detecting errors and learning corrections of procedural planning knowledge. This basic approach, together with the set of environmental properties from Figure 2.1 and the discussion of Section 3.1 lead to this set of requirements for an IMPROV agent’s domain knowledge:

1. Organized into Operators

IMPROV’s learning methods take extensive advantage of the assumption that the agent’s knowledge is organized into operators. This organization facilitates credit assignment (as we will show) by allowing the agent to focus its learning on specific operators. It also allows selection knowledge (operator preconditions) to be learned and corrected independently of implementation knowledge (operator effects), as well as improving planning efficiency.

2. Expressiveness for Complex Effects

The agent’s planning knowledge must be sufficiently expressive to represent actions with complex structure (E3). This should include modeling actions with duration, sequential effects and conditional effects as well as parallel effects and looping behavior.

3. Expressiveness for Large Precondition Sets

The agent’s knowledge must be expressive enough to allow for multiple conjunctive and disjunctive sets of conditions for when an operator (E4) should be chosen.

4. Efficient Testing of Operator Preconditions

An IMPROV agent requires a method to determine if operator preconditions are met by a particular state. This method should be efficient (to meet the temporal constrains of E6 and
For instance, a declarative list of the regions of state space where the preconditions are satisfied could be expensive to access and store if the state-space is divided into an large number of regions. This is a further argument for only assuming and requiring procedural access.

5. Efficient Calculation of Operator Effects

Determining the effects of an operator must be efficient, in the same way that computing whether the preconditions are met must be efficient. This is usually no problem when the operator effects are discrete, instantaneous changes to the internal planning representation but becomes more of an issue as the representation expands to include more complex effects, such as conditional or sequential ones.


The agent should be able to modify its operator knowledge as it learns, with the speed being independent of the amount of knowledge the agent has about the operator. Systems based on declarative access generally violate this requirement as the cost to locate the incorrect knowledge usually grows with the size of the theory. However, in a system based on procedural access to knowledge we must avoid slipping in a requirement for declarative access to the knowledge base in order to change it.

A key element of this list is that it does not contain any requirement that the agent be able to enumerate the preconditions or actions of its operators. If the agent has this level of access, it does not mean it will be unable to function in complex environments, but the system will require careful design or it will fail.

3.2.2 Planning Knowledge – Implementation

We have mentioned that the current implementation of IMPROV is built within the Soar architecture [Laird et al., 1987]. In Soar, all activity is cast in terms of applying operators to move through a state space represented by attribute-value pairs. During problem solving, Soar repeatedly selects and applies operators. If Soar is unable to uniquely select an operator or cannot fully apply the operator (i.e. the agent has reached an impasse), Soar creates a new subgoal. In the subgoal, operators are again selected and applied in an effort to decide how to resolve the original impasse. Results from the processing are cached by Soar’s only learning mechanism: chunking [Laird et al., 1986], a form of Explanation-Based Learning [Mitchell et al., 1986; DeJong and Mooney, 1986]. It is important to realize that chunking only analyzes the trace of working memory elements created and tested during problem solving, so learning costs are proportional to execution costs. There is no requirement to search or otherwise access the rule base during learning.

In Soar, all knowledge is represented as production rules that consist of a set of conditions and a set of actions. The rules are matched in parallel against the current state. All of the rules that match, fire and can produce additions or deletions in the current state or generate external actions.

Production rules can only match against the agent’s state not against other production rules. This is an important restriction as it means the agent is limited to purely procedural access of its knowledge encoded as production rules. Operator preconditions and effects are computed for the

---

1IMPROV, as of this writing, is implemented in version 7.0.1 of Soar. Complete manuals and the latest version of Soar can be obtained from http://www.isi.edu/soar/soar.html

2Of course, this match usually occurs on a single CPU machine and therefore is just a simulation of a truly parallel process. However, the important point is that first all rules are tested to see if they are matched, then all changes are applied to the state at once.
current state and the agent is unable to access the rules to determine other states where the operator would apply (or what effects it would produce). The production rules are only accessed through the match algorithm. No other part of Soar relies on access to the rules. This architectural restriction ensures that IMPROV’s learning and correction methods cannot inadvertently depend on some form of declarative access to the agent’s knowledge. It’s important to realize that production rules, in themselves, are not inherently a declarative or procedural representation. It depends on the access the agent has to the knowledge in those rules that determines if they are procedural or declarative.

An example of a production rule that encodes the knowledge that the set-speed operator should be chosen when a car is going too fast might be represented as shown in Figure 3.5(a).

| IF | goal(drive-to,<x>)
| and | sign(speed-limit,<limit>)
| and | isa(<c>,my-car)
| and | speed(<c>,<speed>)
| and | greater-than(<speed>,<limit>)

THEN choose-operator(set-speed,<c>,<limit>)

(a) Soar Rule

(b) English Rule

Figure 3.5: An operator precondition as a Soar production rule

To avoid confusion over interpreting the complex syntax in these rules (e.g. ^\<x> indicates an attribute, \<x> is a variable, - signals a value should be deleted and + signals that a value should be added), in this report we will generally adopt an English pseudo-code for these production rules, just preserving the notation of \<x> as a variable. The precondition rule from Figure 3.5(a) is shown in this English pseudo-code in Figure 3.5(b).

Operators in IMPROV are represented by three sets of production rules. An example of this representation for a simple operator is shown in Figure 3.6. The sets represent:

- The Operator Preconditions
  The conditions for when to select the operator are represented by a set of production rules and therefore can represent disjunctive preconditions. In IMPROV, search control is folded into these operator preconditions. An operator’s preconditions only match when it should be chosen for the current task, not just when it could be chosen.
  The decision to incorporate search control into operator preconditions helps to simplify the correction process by reducing the range of types of knowledge in the system. However, it also means that general search control rules (such as not moving the same piece twice during a chess opening) may not be represented compactly and can be harder to learn.

- The Operator Actions
  The actions of an operator are also represented by a set of rules and may contain planning knowledge (e.g. that the accelerate operator should lead to a higher speed) and execution knowledge (e.g. that executing the accelerate operator in the external environment requires
pressing the accelerator pedal). One of the tasks for IMPROV is to learn to associate the correct planning knowledge with the execution knowledge.

- The Operator Termination Condition

The final set of production rules indicate when this operator is complete—what the goal is for this operator. For example, in a set-speed 50 operator, this would be when the car had reached 50mph. In IMPROV, the meaning of the operator’s name (and parameters) derives from its termination condition. That is, set-speed 50 is the operator with a goal of getting the car’s speed to 50mph. This representation is consistent with standard operator models, as motor level operators will have the termination condition of generating external behavior. However, this explicit representation of termination conditions also allows operators to be used as plans.

A limitation of IMPROV’s goal language is that it only supports binary goal conditions. A goal is either achieved or not. Later, we will show that IMPROV only learns when its goals are not achieved. This means there is no implicit preference for optimality, for instance that shorter solutions should be preferred over longer solutions. IMPROV could be extended to learn when the agent failed to achieve a sufficiently optimal solution (using some metric). In this case, rather than learning why one sequence of actions leads to failure, while another leads to success; IMPROV would learn why one sequence of actions leads to a better success than an alternative sequence. Extending the goal language to include a wider range of evaluations would be a natural future extension to IMPROV.

One important assumption is that operators that generate external behavior receive feedback from the environment indicating when they are still taking effect and when they are complete. For example, in a brake operator, that “braking” is occurring. This assumption limits the temporal extent of the operator’s effects, simplifying the problem for the learner of determining what changes in the environment are a result of the agent’s actions. Without this

---

3Note that this condition is separate from the knowledge of how to implement the operator, i.e. how to get the car to a speed of 50mph.
feedback assumption, the learner would have to decide when the external action had stopped producing changes in the environment.

This representation is sufficient to meet the requirements for an IMPROV agent as follows:

1. Organized into Operators
   The agent maintains declarative access to just the name of the operator (as it is explicitly added and removed from the state). This allows the agent to reason about individual operators and correct the knowledge associated with a particular operator.

2. Expressiveness for Complex Effects
   Production rules provide a very general model for the effects of an operator. Conditional effects can easily be represented by application rules that include more than just the operator in their conditions (see Figure 3.7(a)). Sequential effects and actions with duration are both encoded the same way, as a series of application rules. Each rule in the sequence tests for the effect of the previous rule, leading to a chain of effects over time (see Figure 3.7(b)). Looping and iterative behavior can be produced by rules that modify a counter or test for a condition that only eventually becomes true (see Figure 3.7(c)). In Chapter 11, we will show how these individual rules can be replaced by complete, primitive operators to enhance learning.

   \[
   \begin{array}{l}
   \text{(a) Conditional Effects} \\
   \quad \text{IF } \quad \text{current-operator(brake)} \\
   \quad \text{and } \quad \text{weather(raining)} \\
   \quad \text{and } \quad \text{isa(<c>,my-car)} \\
   \quad \text{and } \quad \text{tires(<c>,worn)} \\
   \text{THEN add skid(<c>)}
   \end{array}
   \]

   \[
   \begin{array}{ll}
   \text{(b) Sequential Effects} & \text{(c) Iterative Effects} \\
   \text{IF } \quad \text{current-operator(brake)} & \text{IF } \quad \text{current-operator(brake)} \\
   \text{and } \quad \text{brake-pressure(<c>,0)} & \text{and } \quad \text{brake-pressure(<c>,0)} \\
   \text{and } \quad \text{isa(<c>,my-car)} & \text{and } \quad \text{isa(<c>,my-car)} \\
   \text{THEN add brake-pressure(<c>,10)} & \text{THEN add brake-pressure(<c>,10)} \\
   & \text{remove brake-pressure(<c>,0)} \\
   & \text{remove brake-pressure(<c>,10)} \\
   & \text{add speed(<c>,(<speed> - 5))} \\
   & \text{add time(<t> + 1)} \\
   & \text{remove speed(<c>,<speed>)} \\
   & \text{remove time(<t>)}
   \end{array}
   \]

   Figure 3.7: Examples of complex operator actions

3. Expressiveness for Large Precondition Sets
   Individual production rules represent conjunctive preconditions. Together, a set of rules represent different disjunctive preconditions.
4. Efficient Testing of Operator Preconditions

As we have already mentioned, all of IMPROV’s domain knowledge is encoded as productions and those productions can only be accessed procedurally, through a fully symbolic match algorithm. All of IMPROV’s planning, execution, error detection and error correction methods only rely on having declarative access to the names of operators and procedural access to the remainder of the agent’s domain knowledge.

The efficiency of this representation has been demonstrated for complex, real-time domains including the control of simulated aircraft [Pearson et al., 1993a; Pearson et al., 1993b] and tactical air combat [Laird et al., 1995; Tambe et al., 1995]. The match algorithm has also been tested on cases of matching over 100,000 rules [Doorenbos, 1993] and the counter-intuitive result has been shown that, for some systems, there is no increase in match cost as the number of rules increases.

5. Efficient Calculation of Operator Effects

Operator effects are encoded as production rules. Therefore, the same efficient match algorithm is used to compute operator effects as is used to compute operator preconditions.


As we have just shown, IMPROV’s domain knowledge consists of a collection of production rules. One approach to changing this knowledge (as IMPROV learns) would be to identify and modify the rule(s) that lead to incorrect behavior. However, this approach can be expensive if it requires some form of matching against the full rule base, leading to slower corrections as the agent’s knowledge grows in a similar manner to declarative systems. As we want to apply IMPROV to tasks that are time-critical (E6) we’d like to avoid this slow-down.

Instead, our approach is to incrementally add rules that work together with the agent’s existing knowledge to change the incorrect operator selection or implementation [Laird, 1988]. This method will be described in detail in Section 9.1.4. By adding just a few new rules, each correction can be made in constant time. As the old rules are not discarded this means the rule base will grow in size over the life of the agent. This could slow down the agent’s execution performance. However, our hope (born out by the empirical evidence of matching 100,000 rules [Doorenbos, 1993] without increased cost) is that improved match algorithms will ensure no long term slow down as more rules are learned.

It is worth noting that the example of a naturally procedural operator from Figure 3.2, would have it’s preconditions expressed in Soar rules as shown here, in Figure 3.8.

This operator would not present any problems for IMPROV’s learning, planning or execution methods. However, the current implementation of IMPROV’s inductive learner is not sufficiently expressive to learn this rule, in this form. The learner would be forced to approximate it symbolically. This operator could still be included, as shown here, as part of the agent’s initial (possibly incorrect) domain knowledge and it would cause no problems. Errors in this knowledge would be corrected through symbolic approximations.
sp {propose*operator*move-arm*compute-sum
(state <s> ^x <x> ^y <y>)
-->
(s> ^total (+ (* (sin (power <x> 7)) (cos (power <y> 0.3)))
+ (* (power <x> 2) (log (power <y> 5)))
+ (* (power <x> 1) (power <y> 2))
- 12))}

sp {propose*operator*move-arm*if-sum-positive
(state <s> ^total > 0 ^x <x> ^y <y> ^r <r>)
-->
(s> ^operator <o> +)
(o> ^name move-arm ^x <x> ^y <y> ^r <r>)}

Figure 3.8: Encoding naturally procedural preconditions
CHAPTER 4

Planning

4.1 Planning vs Execution Policies

Autonomous agents functioning in an external environment must select actions to achieve their goals. The choice of actions can be made in at least two different ways. The agent can maintain an exhaustive execution policy that maps the current state and goal to an action. The mapping need not enumerate every goal and state combination, but the mapping must cover the entire space (see Figure 4.1(a)). In learning systems, this is the approach usually favored by reinforcement learning systems (see Section 3.1.2). However, relying on an exhaustive mapping presents problems when these methods are scaled to increasingly large environments. The usual alternative, Figure 4.1(b),

![Figure 4.1: Alternative methods to select external actions](a) Mapping covers all states and goals (b) Mapping computed on-demand for particular state and goal.

is to instead rely on an internal planning representation to determine the best action by simulating sequences of actions applied to the current state and goal. In this way, a planning agent determines the appropriate action on demand.

The main advantages of using an execution policy are that actions can be selected quickly (E6), without the cost of planning, and actions can produce arbitrarily complex effects (E3). This is because the agent does not maintain a model of the effects of an actions, it merely tries to decide when to take that action. The disadvantages of an execution policy are that it may be very large (for large state and goal spaces, E1 and E2) and learning may not transfer well from one task to another. These limitations lead many reinforcement learners to limit the environment to a small, fixed state representation and a single goal.

The main benefits and disadvantages of planning are essentially the reverse. Actions are selected more slowly as the agent must plan, and actions are often limited to simple, discrete effects so that the planner can represent and reason about them. In return, planning can be applied to large
state and goal spaces as the agent builds plans in response to a specific goal and state, rather than recording actions for each possible state and goal. Also, planning leads to better transfer of learning between tasks. For example, if the agent learns that braking happens more slowly in the rain, this new knowledge can be applied to all tasks that involve braking.

In an effort to combine the strengths of both methods, IMPROV uses a hybrid approach. Planning knowledge is used to determine the best action in response to a particular state and goal. The results of planning are cached as operator selection knowledge, leading the agent to incrementally build an execution policy over time. In solving future problems, the agent first checks the cached execution knowledge and only plans if no previously cached knowledge is appropriate. The underlying planning knowledge makes IMPROV applicable to tasks with large state and goal spaces (E1 and E2) while the cached execution knowledge gives faster execution times (E6). The space required for the cache is not unbounded in the way that an exhaustive policy can be. Instead, the space required is bounded by the parts of the goal and state space that have been visited by the agent.

IMPROV’s approach therefore defines its learning problem:

1. IMPROV learns and corrects planning knowledge
2. IMPROV learns and corrects execution knowledge based on corrected planning knowledge

IMPROV learns and corrects planning knowledge and then uses the corrected planning knowledge to learn new execution knowledge.

4.2 Plan Representation

An agent that can plan can solve a wider class of problems than an agent that is limited to a policy for selecting actions based on the current state and goal. The environment further constrains the representation of this plan. These constraints lead to a series of functional requirements for IMPROV’s planning representation.

4.2.1 Plan Representation – Functional Requirements

1. Reactive Plan Execution

   The plan’s representation should support efficient responses to unexpected (but planned for) changes in the environment. For example, in a plan to walk through a closed door, if someone happens to open the door before the agent reaches it, we would like to avoid replanning to determine that the agent can proceed through the door. This is particularly important in environments with unpredictable external processes (such as traffic lights) or multiple agents (E9).

2. Efficient Plan Execution

   The plans must be efficient to execute, to meet the requirements of time-critical environments (E6). This becomes a larger issue when plans are extended to include conditional branches or iterative steps.

3. Access to the Currently Executing Operator

   In executing the plan, the agent must have access to a symbol that represents the currently executing operator (i.e. its name). This access is necessary during learning as IMPROV will
reason explicitly about the operators in a plan to improve credit assignment in identifying erroneous operators. This requirement prevents the plan being compiled into a fully procedural representation (such as a finite state machine) without maintaining access to the operators that were used in building the plan.

4.2.2 Plan Representation – Implementation

IMPROV represents plans procedurally, as a hierarchy of operators. The termination condition of a “plan operator” becomes the goal for the plan, the operator implementation consists of the steps of the plan and the operator preconditions indicate when this plan should be chosen. Each step in the plan can either be implemented directly as production rules or can itself be an operator with its own implementation, leading to a hierarchy of plans/operators. Soar makes no distinction between these operators. The hierarchy develops naturally as Soar attempts to apply operators. If the agent has insufficient knowledge to directly apply an operator, the architecture generates a new subgoal of completing that operator, leading to the hierarchy. After learning, the results of the lower level operators can be compiled into the actions of the high level operators, producing macro-operators.

Figure 4.2(a) shows one possible hierarchy of operators for the task of driving across an intersection. This hierarchy represents a plan to achieve the highest level operator, cross-intersection, for crossing an intersection with a traffic light. In this example, this operator has no direct implementation knowledge. Instead, it is achieved by a series of increasingly primitive operators. First, it is decomposed into a series of set-speed operators, allowing the agent to plan to reduce speed, stop and then move off when the light changes. The opportunity for this decomposition arises automatically from the impasse and subgoal that arises when the agent is unable to complete the cross-intersection operator directly. The intermediate level helps the agent decompose the problem into subproblems. Then it can plan to achieve each of the sub-operators, for example how to slow down to 20mph. This is done in terms of the motor level operators (brake, accelerate and change-gear). To summarize, the hierarchy allows complex goals to be decomposed into simpler subgoals until finally those goals can be achieved by plans that generate behavior.

Each node in the hierarchy is a full operator. Some of the rules that make up the operators are also shown in Figure 4.2(b), (c). The upper group are preconditions for the set-speed operators, while the lower group are preconditions for the motor operators which together form the actions of the set-speed operator. The “hierarchical plan” is not explicitly represented anywhere in the system. It arises from the interaction of the rules that make up the operators in the hierarchy.

We will return to this very important identity between plans and operator actions later in discussing learning. Using the same representation for plans and operators, allows us to generalize correcting operator knowledge to correcting plans at any level in a plan hierarchy. It will also allow us to generalize a method for correcting operator preconditions to a method for correcting operator effects (see Chapter 11).

By representing plans as a hierarchy of operators, IMPROV can meet all of the functional requirements for plans:

1. Reactive Plan Execution

The knowledge that guides the agent along a plan is encoded in the preconditions of the operators that implement that plan (see Figure 4.2(b) and (c)). There is no explicit “plan” data structure, instead the plan consists of many fine-grained “plan pieces” that activate

\[ \text{The term "the agent’s current goal" is interchangeable with the concept of achieving or implementing the current super operator", i.e. the operator one level up from the lowest level of the hierarchy} \]
Figure 4.2: Example of a plan as an operator hierarchy
themselves as the environment changes. This representation ensures that the agent is reactive to the environment. To return to the example of walking through a closed door. If the door happens to open before the agent reaches it, the preconditions for open-door would no longer match while go-through-door would have its preconditions met, so it would be chosen. This means the agent would react to the change in the door’s state without any need to re-plan.

An important additional property of this “distributed” plan representation is that behavior of the agent is not controlled by only the most recently generated plan. Instead, the agent’s behavior is controlled by the runtime combination of all of its previous planning. As a result, the agent may begin using control rules learned from its most recent planning experience, but as a result of an unexpected change in the environment, rules from a much earlier planning experience might become relevant and guide the agent.

2. Efficient Plan Execution
The knowledge for selecting the next step in a plan is encoded as operator preconditions, that are themselves production rules. This procedural knowledge is optimized for execution and can be matched very efficiently even as the size of the rule base grows.

3. Access to the Currently Executing Operator
The name of the operator currently being executed is declaratively available to an IMPROV agent. The operator name (and parameters) are added to the agent’s working memory, allowing the agent to reason explicitly about the operators that make up a plan. Because of IMPROV’s restriction to procedural access this is the only part of the agent’s plan knowledge that the agent has direct access to. The rest of the plan knowledge is encoded as rules that can only be accessed through execution.

4.3 Uncertainty Bounded Iterative Deepening (UBID)

IMPROV’s commitment to a procedural knowledge representation constrains it’s planning method. Most plan-space planners incrementally refine a plan by examining the preconditions and actions of STRIPS-style operators. IMPROV’s procedural access to its operator knowledge along with the complex structure of its operators makes it difficult for IMPROV to search through a space of plans. Instead, IMPROV can use a variety of state-space planning methods, where the agent searches for a path between initial and goal states. As we expect this search can be usefully biased by prior experience we’ve adopted a planning method we call Uncertainty Bounded Iterative Deepening (UBID).

4.3.1 UBID – Functional Description

Uncertainty Bounded Iterative Deepening is a state-space planning method. UBID is an extension of the iterative deepening search method. In iterative deepening all plans are explored to a fixed depth. If the planner does not find a path to the goal, the depth bound is incremented and the search repeated. Iterative deepening is complete, is guaranteed to find the shortest plan and requires only a single state be maintained by the planner (keeping memory requirements low). UBID also explores all plans to a fixed limit. However, the limit is not based on the length of the plan as in iterative deepening. Instead, it is a measure of uncertainty associated with the plan. The uncertainty of a plan is the sum of the uncertainties associated with each operator in the plan. In this implementation, these uncertainties are derived from the learning component of the system and reflect how often the operator was useful in a similar situation. UBID includes all operators
in its search (uncertainty measures guiding the search rather than relying on the correctness of operator preconditions) so eventually UBID will generate all possible operator sequences. This is important in searching for a sequence of operators to solve a problem when the agent’s knowledge may be incorrect.

The key characteristic of the search is that the planner first explores paths that the agent believes are most likely to succeed based on its previous experience. This results in a deeper search in areas of the search space that have earlier proved useful to the agent, which can make planning much more efficient. An example of this is shown in Figure 4.3.

Figure 4.3: UBID explores previously useful parts of the space first

The nodes in this figure represent states, the branches operators, and the values on the branches are the uncertainties for each operator. A path from the top of the tree to a node represents a plan (or a partial plan) and the value in the state is the total uncertainty for that plan. The figure on the left shows the parts of the space explored when the uncertainty bound is 5. The figure on the right shows the nodes that have been explored when the bound is 10. In the left figure, notice that the path to P2 is explored before P1 and similarly in the right figure, P4 is explored before P3 even though P2 and P4 are deeper in the search tree.

4.3.2 UBID – Implementation

In this implementation of UBID, uncertainties are derived from the inductive learning module. The inductive module learns prediction rules that are increasingly specific (in a similar manner to the way decision tree learners build increasingly deep, and therefore more specific, trees during learning). In choosing an operator, the more specific the rule that matches to predict that operator, the higher its certainty (or the lower its uncertainty). For example, if an operator is chosen based on a very specific rule that tested isa(<b>,block), surface(<b>,rough), on(<b>,table), clear(<b>) and goal(stack,<b>,<a>) then the operator would be assigned a lower uncertainty than an operator chosen on the basis of a very general rule (e.g. just isa(<b>,block)). When combined with the particular inductive learner used in IMPROV, the specificity of a rule is directly related to the number of times the operator was useful in similar situations, making it a useful heuristic to guide search.
In this implementation of UBID, uncertainties are in the range 1-20 and the bound is incremented by 20 for each iteration. The base uncertainty for an operator is (10-number of features matched, min. 1). The rules that suggest operators can record knowledge to avoid certain operators (e.g. don’t choose pickup). To ensure a complete search, these operators are still considered, but 10 is added to their uncertainty values (leading to uncertainties in the range 11-20). The details of how these uncertainties are calculated and which operators are proposed will be discussed more fully in Section 8.2.2.

As we showed in Figure 4.2, IMPROV’s plans are represented as a hierarchy of operators. The UBID search method can be applied to each level of this hierarchy as shown in Figure 4.4. In this example, the cross-intersection has no direct implementation knowledge, leading to an impasse and Soar creating the subgoal of completing cross-intersection. IMPROV then searches, using UBID, to find a sequence of operators that will achieve cross-intersection. Once this sequence has been found Soar’s chunking mechanism, compiles the choices into new proposal rules for the set-speed operators. Examples of these rules are shown in Figure 4.2. When the plan is executed these rules will guide the choice of the operators and no search will be needed. The process can be extended recursively, as is shown in the lower part of Figure 4.4. In this case, the set-speed 20 operator also has no direct implementation rules, leading to another impasse and a second UBID search. Again, once the search finds a plan that the agent believes will produce a speed of 20mph, new rules are created to guide the selection of the appropriate motor level operators (brake and change-gear). (A more detailed example is shown in Appendix A.1).
Figure 4.4: Repeated use of UBID to build a hierarchical plan
CHAPTER 5

Classifying Knowledge Errors and Performance Failures

5.1 Introduction

In designing an approach to correcting planning knowledge the main stages are:

1. Classification of errors
   Determining the errors that can occur in an agent’s knowledge of the environment and the range of performance failures that can occur as a result of these knowledge errors. For example, not knowing that baking powder makes a cake rise is a knowledge error that leads to the performance failure of the cake falling.

2. Detecting performance failures
   Recognizing that a performance failure has occurred. The failure can occur and be detected during planning or during plan execution. For example, the ability to build a plan where the cake is in two places at once is a failure during planning; while burning a cake is a failure during execution. Both can result from an error in the agent’s planning knowledge.

3. Solving the current problem
   Determining what is the correct behavior to achieve the agent’s current goal. For example, finding a sequence of steps that leads to a properly cooked cake.

4. Learning a general correction for the future
   Deciding how to generalize from successes and failures to avoid performance failures in the future. In the baking example, this is the problem of deciding why one sequence of steps works and another does not. This generalization problem can be further decomposed into three parts:

   (a) Credit assignment—Which operators are incorrect?
      Determining which operator, or operators, has the incorrect knowledge that lead to the performance failure. If feedback from the environment is not complete and immediate, the agent will not necessarily know what operator caused an execution failure. For example, the failure of the cake to rise may be due to any of the steps that went into making the cake, the preparation of the ingredients, how they are combined or how they are cooked. The problem of identifying the cause of the failure is a problem of assigning credit (or blame) to the incorrect step.
(b) Credit assignment—How the operators are incorrect?

Having identified the operator, or operators, that lead to a performance failure, the agent must still determine what part of the operator is incorrect. The reasons for selecting the operator may be incorrect or the agent’s model of the effects of the operator may be wrong. For example, the agent must decide that the reason the add-eggs step of the plan lead to a failure is that the egg shells had not been removed. In this case, the error is that the add-eggs operator lacks an extra precondition. The agent is assigning credit for the failure to a part of the operator’s knowledge.

(c) Changing the domain knowledge

Having identified the cause of the failure, the agent must determine how to adjust its knowledge in order to avoid future errors. For example, how to modify the add eggs operator to reflect the new precondition.

We will explore each part of this error correction process over the course of the next chapters, starting with the question of how to classify errors and describing which of those errors IMPROV can correct.

Traditional approaches to classifying errors have been based on performance failures, such as failing to achieve a desired effect in the world [Mitchell et al., 1986; Rajamoney and DeJong, 1987]. The scope of the learning system is defined in terms of the classes of performance failures that it can recover from. In this section we will propose an alternative method for classifying errors based on the agent’s knowledge. By focusing on the domain knowledge, we can more clearly define the range of possible errors, and from these derive the range of possible performance failures. Then we can discuss the range of knowledge level errors that IMPROV can correct and which ones remain as topics for future work.

This analysis focuses on errors in the agent’s domain knowledge, that is errors in the agent’s understanding of the processes that govern the environment. To operate correctly, the domain theory depends on the agent having a correct knowledge of the state of the world and representing that state knowledge at the correct level of generality. Incomplete or noisy sensing can lead to an inaccurate state representation, in turn leading to performance failures. Even correct sensing can lead to errors if the agent’s representation is inappropriate. For instance, if the agent represents car speeds as simply moving or not-moving it will be difficult for the agent to learn to control its own car or avoid others. This research does not address these forms of representational errors, focusing instead on the errors in the agent’s process, or domain knowledge.

5.2 Knowledge Level Errors

In our formulation, the agent’s domain knowledge consists of its knowledge about its operators. In particular, this means the preconditions, actions and termination conditions for those operators. As mentioned earlier, an operator’s actions will consist of both planning knowledge and separate execution knowledge. For example, when driving a car, planning knowledge for pressing the brake would include the car slowing, while execution knowledge would be to send motor commands to press the brake pedal. In agents that plan, performance failures are the result of incorrect planning knowledge. For example, in trying to reach a speed of 20mph from 40mph, the agent incorrectly sends a command to press the accelerator pedal. In a planning agent, this is because the planning knowledge associated with the accelerate operator incorrectly includes the car slowing down. The error is corrected by learning the correct planning knowledge for accelerate and then using this corrected planning knowledge to correct the agent’s execution knowledge (see Figure 5.1). This
leads the agent to avoid the accelerate operator when trying to reduce speed and so generate the
correct external performance. In short, the task for agents that plan is to learn correct planning
knowledge and this will lead to correct execution behavior.

This approach to the agent’s domain knowledge ensures that all errors in the actions associated
with an operator can be seen as errors in the planning knowledge for that operator. This observa-
tion, combined with the operator based model for agent knowledge, leads to a small set of possible
domain knowledge errors:

- **Overgeneral Preconditions**
  A conjunctive operator precondition is missing or an extra disjunctive precondition is present.
  For example, the agent might think you must stop at all traffic lights, so the operator
  \texttt{set-speed 0} is missing the precondition that the light should be red. An example of an
  extra disjunction is an agent which believes you should stop for traffic lights or street lights.
  The disjunctive street light precondition makes the operator overgeneral. These overgeneral-
  ities could be programmed into the agent’s initial domain knowledge, or could be the result
  of overgeneral learning.

- **Overspecific Preconditions**
  A disjunctive precondition is missing or an extra conjunctive precondition is present. For
  example, the agent may believe that you should only change gear when going up hill. The
  operator is missing the disjunctive precondition that you should also change gear when slowing
  down. An example of an extra conjunctive precondition is an agent that learned to drive at
  night, believing that a precondition of driving is that the highlights are on.

- **Incomplete Effects**
  The agent is not aware of all of the effects that executing the operator will produce. The
  planning knowledge incompletely describes the effects of executing the operator in the envi-
  ronment. For example, the agent is unaware that braking hard causes “fade” in the braking
  system, leading to longer stops in future.

- **Extraneous Effects**
  The agent believes that the operator produces more effects than it really does. For example,
  that coming to a stop at a red light causes the light to turn green.
• Missing Operator

An entire operator is missing from the domain theory. The operator could be a motor level operator, for example, when the agent is unaware that a car has cruise control. It could also be when the agent lacks a more abstract operator that is useful for problem decomposition. These abstract operators can become subgoals during problem solving, allowing the agent to search for subplans to complete the operator. For example, a change-lanes operator is useful in building a plan to pass a slower car. In our formulation, errors in the termination conditions of operators are treated as cases where the operator with the correct termination condition is missing. For example, the change-lanes operator may have termination conditions that cause it to terminate before the agent has changed to the new lane. This change-lanes operator will not be particularly useful in decomposing problems. The solution, in our model, is to create a new new-change-lanes operator that has the correct termination conditions. The benefits and disadvantages of this approach have not been extensively explored as IMPROV is unable to create new operators or otherwise correct errors in termination knowledge.

The situation where a precondition or effect is incorrect can be seen as a combination of two other cases. For example, an incorrect effect is a case of incomplete effects (the correct effect is missing) and extraneous effects (the incorrect effect is present). In correcting these types of errors, we’ll see later that IMPROV must generalize one operator while specializing another.

In summary, IMPROV can correct errors in operator preconditions and effects, but cannot create new operators or correct errors in termination conditions. IMPROV can recover from overgeneral or overspecific operator preconditions and correct for incomplete or extraneous effects. If the agent’s initial set of operators is incomplete, IMPROV may be unable to solve certain complex tasks that require a problem to be decomposed to make it tractable. For example, searching for the correct route in a long cross-country journey, without an appropriate decomposition (such as defining intermediate stopping points along the way) may be intractable.

5.3 Mapping Knowledge Errors to Performance Failures

Errors in the agent’s domain knowledge can lead to failures during either planning or plan execution. This mapping is summarized in Figure 5.2. For example, overspecific preconditions for an operator (believing that cars can only drive on paved roads) may mean the agent cannot construct a plan when faced with a dirt road. The important point from the figure is that each class of knowledge level error can give rise to a range of performance failures. The range of performance failures is described briefly here, summarizing our more detailed analysis in [Huffman et al., 1993].

<table>
<thead>
<tr>
<th></th>
<th>Planning Failures</th>
<th>Execution Failures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Incomplete</td>
<td>Impossible State</td>
</tr>
<tr>
<td>Overgen. Preconds.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overspec. Preconds.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incomplete Effects</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extra Effects</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing Operator</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.2: Mapping from knowledge errors to performance failures
This section describes the range of possible performance failures that arise from domain knowledge errors and the approaches taken by existing learning systems to detect these failures.

1. Planning Failures

(a) Incomplete Plan

The agent is unable to construct a sequence of operators to reach the goal state. The agent must be able to distinguish between an unachievable goal and errors in its knowledge. For example, in trying to plan a path between two other cars, the agent might conclude that it’s not possible. This is either because there is not enough space (so the goal is really unachievable) or because the agent’s planning knowledge (about the width of the car being driven) is wrong and there is enough room.

To detect this type of failure, the agent needs additional knowledge to signal that it should be possible to build a plan for the current goal. For example, a number of systems attempt to construct explanatory parses of training examples (e.g., [VanLehn, 1987; Hall, 1986; Hall, 1988]). The inability to build an explanation is equivalent to an incomplete plan failure.

Rajamoney and DeJong [1988] also examined cases where the agent knows that only one plan should be formed, but multiple plans are found. In many domains, multiple paths to the goal are possible, so forming multiple plans does not necessarily constitute an error. Again, the agent must have additional knowledge indicating that only one plan should be possible. For example, in navigating a system of one way roads, if the agent finds two paths to the same point this may signal it is planning to go the wrong way up one street. This is a special case of not being able to build any plan, because in both cases the agent has knowledge about the space of plans that can be built.

(b) Reaching an Impossible State

The agent uses planning knowledge about its operators to search through states of the domain. If this knowledge is incorrect, the agent may reach a state that it knows should be impossible; for example, reaching a state where the agent is in two places at once. This is different from a failure state where the agent’s goal is not achieved (for example, building a plan that takes the agent to the wrong place). Reaching a failure state during planning does not indicate an error in the agent’s knowledge, while reaching an impossible state does.

To detect an impossible state the agent must have explicit knowledge about the states that are invalid. For example, the knowledge that an agent can only be in one place at a time.

2. Execution Failures

Execution failures occur when the agent generates a plan but is unable to successfully execute it. Failures occur when the agent’s expectations (reflected in its planning knowledge) are not met in the external world. If the agent has no planning knowledge and instead relies on an exhaustive execution policy to guide the choice of operators during execution, it is limited to detecting errors through an explicit error signal from the environment (e.g., reward or reinforcement). This is because the agent is not explicitly modeling the effects of its actions and therefore cannot directly verify the accuracy of its predictions. Agents with planning knowledge can use it to recognize execution failures when the planned behavior differs from the observed behavior during execution. The classes of execution failures caused by incorrect planning knowledge are as follows:
(a) Incomplete Execution

This failure occurs when during plan execution, the agent is unable to reach the goal. For example, having built a plan to drive to a particular location, the agent arrives somewhere else.

To detect the incomplete execution of a plan the agent must compare the planned behavior to the actual results of execution. The standard approach to making this comparison is by explicitly comparing a declarative model of the operator to the states before and/or after the operator is applied. This is the approach used in EXPO [Gil, 1992; Gil, 1994], LIVE [Shen and Simon, 1989; Shen, 1994], OBSERVER [Wang, 1995; Wang, 1996] and TRAIL [Benson, 1995] (although TRAIL records a sequence of states to allow for actions with duration).

This monitoring usually assumes complete and immediate sensing to detect:

- Next operator’s preconditions are not achieved
  This failure occurs when the next operator in the plan cannot be executed because one of its preconditions does not hold in the external world. For example, the accelerate operator requires the engine to be running, but a missed gear change has stalled the car. In general, this type of failure indicates that an earlier operator failed to achieve the missing precondition, an earlier operator unexpectedly cloudbbered the condition or an external agent/process unexpectedly invalidated the precondition.

  To detect this type of failure the operator’s preconditions are matched against the observed environment, prior to executing the operator. If the operator’s preconditions are not met, an error may have occurred earlier in the execution of the plan. It is worth noting that the previous operator is not necessarily the one at fault. The agent can only be certain that the previous operator is at fault if the agent has complete, immediate sensing, there are no exogenous events and the expected effects of operators are explicitly verified. The agent may have correct domain knowledge but an unexpected (or unpredictable) event can lead to this type of execution failure. For example, the plan to cross an intersection includes the precondition that the light is green, but the light unexpectedly turns red, preventing the plan from executing successfully.

  These basic methods have been extended, in the planning community, to more complex plan monitoring schemes where state features, that are preconditions of later operators, are monitored during execution (e.g., [Reece and Tate, 1994; Sanborn and Hendler, 1988; Hard et al., 1990]). These active monitoring approaches assume the same declarative access to operator descriptions.

- Previous operator’s effects are not achieved
  This failure occurs when one or more of the intended effects of the last operator to be executed do not occur. For example, the agent checks that after executing a close-door operator, the door is really closed.

  To detect this failure each of the operator’s actions are verified as having been achieved in the external world. If none of the actions have been achieved, this may suggest that the operator failed to apply at all, perhaps because there was an unknown precondition of the operator [Carbonell and Gil, 1987]. This monitoring usually assumes actions produce discrete, deterministic effects, limiting the scope of actions that can be modeled. TRAIL [Benson, 1995; Benson and Nilsson, 1996] is an exception to this, explicitly monitoring one primary effect of an operator but also probabilistically modeling a set of possible side-effects of the action.
These detection methods classify failures as the inability to accurately predict changes in the environment. In stochastic environments, or environments with multiple interacting agents or other exogenous events, accurate predictions may be impossible. IMPROV takes an alternative approach where failures are based on the agent’s inability to achieve its goals, rather than accurately predicting the environment. IMPROV’s method only requires procedural access to the agent’s knowledge and is presented in Chapter 6.

(b) Failure State Reached

This failure occurs when the agent detects that it is impossible to reach the goal from the current state. The agent may have explicit knowledge in the form of a “theory of failure” to determine that the current state should be classed as a failure. Gupta [1987] used this approach with a theory that included knowledge of explicit failures, such as when a robot’s gripper melts from grasping a hot part.

Reinforcement learning systems also use the approach of explicitly detecting when failure states have been reached. The agent has knowledge that a specific behavior should be achieved and any failure in achieving this behavior corresponds to an error. For example, the agent could be trained to drive at a certain speed. Any difference between the target speed and the agent’s actual speed is taken to indicate an error. This method can be generalized to situations where feedback (or reward) is delayed. The predicted reward for a state should match the reward when that state is reached, allowing the feedback from the final state to be passed back to earlier states [Sutton, 1988; Watkins and Dayan, 1992].

To summarize, detecting planning failures requires the agent to have knowledge about the task, separate from knowledge about how to do the task. This knowledge is either that creating a plan should be possible or that specific states are impossible. In contrast, planning agents can detect execution failures by comparing the agent’s planning knowledge about the task to the agent’s behavior in the environment. In the next chapter we will look more closely at this capability and present a method for detecting execution failures that only requires procedural access to the agent’s domain knowledge.
In the last chapter we developed a theory of errors based around the agent’s domain knowledge and outlined how these knowledge errors lead to performance failures. We also described how most existing systems that build plans and then detect errors in their execution (e.g. CHEF [Hammond, 1989; Hammond et al., 1990], EXPO [Gil, 1992] and Phoenix [Howe and Cohen, 1991]) typically rely on an explicit comparison of the sensed environment to the agent’s operator knowledge at each step of a plan. This class of systems typically rely on three distinct components during plan execution:

1. A Declarative Plan
   The plan lists the sequence of operators that the agent believes should be executed to reach the goal.

2. Plan Monitoring
   Before each operator is executed its preconditions are checked to ensure they are satisfied. After execution, the agent checks that all of the expected effects have occurred. This is the step that requires declarative access to the operator’s preconditions and effects (which we have argued in Section 3.1 may be expensive to compute).

3. Reactive Executive Module
   Critics or other executive modules monitor the plan’s progress and decide if steps can be skipped or must be repeated. This allows the agent to react to unexpected events in the environment.

As IMPROV may have only procedural access to its domain knowledge, it cannot employ this form of explicit monitoring. This leads us to an alternative approach that combines these three, distinct modules into a single process.

### 6.1 Functional Description

The central observation that underlies IMPROV’s error detection method is that the existence of a plan indicates that the agent should be able to reach its goal without further deliberation. The ability of the planner to construct a plan indicates that the agent now has sufficient directly available knowledge to reach its current goal. This was the purpose of planning in the first place. IMPROV detects errors by identifying when additional deliberation is required after the agent starts
executing a plan. This approach only needs procedural access to the agent’s operator preconditions and actions.

![Plan Execution and Basic Error Detection Diagram](image)

**Figure 6.1: Plan execution and basic error detection**

### 6.1.1 Detecting progress to the goal

The basic error detection method is shown in Figure 6.1. The first step is for the agent to recognize it has a plan that matches the current goal. If the agent doesn’t have a plan, the default behavior is to build one. Once the agent starts executing the plan, IMPROV detects if the agent reaches a state where it no longer knows how to make progress towards the goal. This occurs when the agent reaches a state where no operators are suggested or when the agent has conflicting suggestions on how to proceed.

Consider the example of a car driving through an intersection using the plan shown in Figure 6.2. If the light turns red as the car approaches then the agent will execute `set-speed(30)`, `set-speed(10)` and `set-speed(0)`. At each step the agent’s knowledge suggests exactly one operator to be executed next, so the agent is deemed to be making progress to the goal. If however, the agent is unaware of the need to change to a lower gear, the car will stall and the preconditions for `set-speed(30)` will not be met when the light turns green (namely `engine(running)`). As no other operator will be proposed, this is detected as a plan execution failure (see Figure 6.3, *italics* show the rules that fire during plan execution).

This basic method can be extended to detecting errors at multiple levels in an operator hierarchy. In particular, errors in the planned effects of operators that produce external behavior are detected through the implementation of the external operator as a series of more primitive, *single-effect* operators (see Figure 6.4 for an example). The `brake` operator will generate external behavior when executed, causing the agent to press the brake pedal. The lower level, `dspeed` operators model the expected series of changes to the agent’s speed. This sequence of single-effect operators is sufficient to represent complex conditional or sequential effects that occur over time.

The primitive `dspeed` operators are not required to produce external behavior as they represent the planned effects of the agent’s actions. After the `brake` operator has been chosen, the agent sends the brake command. At this point, the preconditions for the first `Dpseed -3` operator are
Figure 6.3: Impasse signals an execution error

Figure 6.4: Planned effects of external brake command
met, so this operator is selected. IMPROV waits for the agent to sense the environment, moving the agent to a new state. If no primitive operators match the newly sensed state, an error is detected in the same manner as in Figure 6.2. There is no explicit comparison that the expected effects were observed. For example, if the agent decelerates by -3 (has a Dspeed of -3) then the next operator in the sequence (Dspeed -6) will match and will be selected. If instead the car unexpectedly accelerates, for instance, then no operator will match and IMPROV will detect an error. In this way, IMPROV extends its method for detecting errors to all levels of the operator hierarchy, relying on just procedural access to the preconditions and actions of the operators in that hierarchy. We return to this issue in Chapter 11 on learning operator effects.

6.1.2 Detecting loops

IMPROV’s basic error detection method fails if the agent inadvertently cycles back to an earlier part of the plan, in which case it will believe that it is still making progress. In our example, if the agent has a start-engine operator then after stalling it may repeatedly turn the key and stall the car again, because it has still not changed gear. The basic method fails to detect this as an error as the agent repeatedly selects the same operator, believing that this is the next step in the plan. This problem is complicated by the fact that the states may never repeat exactly, as the agent moves to states in which the only differences are irrelevant to the current task (e.g. the pedestrians on the sidewalk have moved). The key is to recognize that the task-relevant parts of the state have been repeated.

IMPROV’s approach is to divide the state space into equivalence classes based on operator preconditions. For each operator precondition (conjunctive clause), all states matched by that precondition are equivalent\(^1\). For example, if one precondition for the set-speed(30) operator is light(green) and at(intersection3) then all states where the light is green and the car is at the intersection are considered equivalent with respect to this precondition. IMPROV detects a loop if the agent returns to a state in a previously visited equivalence class. For example, having chosen set-speed(30) using the above precondition, if the agent later returns to a state where it’s light(green) and at(intersection3) it will recognize this as an error. The classes are linked to the instance of the agent’s current goal, so the agent does not detect a loop when it crosses the same intersection on a different day (as it will no longer be pursuing the same goal instance).

By basing the loop detection method on the conditions in operator preconditions IMPROV ignores differences that are not task-related. In our example, the agent would still detect a loop even when there are different cars present at the intersection on the second occasion, as these were not relevant to the selection of the operator.

This method allows the same operator to be selected multiple times during the course of a goal, as long as different preconditions are used in each selection. Iterative tasks are possible if there is either an observable external change or a change to the agent’s internal state. For example, in turning a finely threaded screw the agent may be unable to sense the external change but could still maintain an internal counter, allowing the agent to distinguish between the different states.

It is possible to construct iterative plans where these conditions don’t hold. For example, the agent’s plan might include a step to turn a volume control until sound becomes audible. For IMPROV to correctly determine each small turn does not constitute a loop, the planner must make explicit the concept that turning the control will eventually lead to audible sound (a concept it needs to build the plan in the first place). Otherwise, the knowledge in the plan is insufficient to determine whether the agent is making progress or not. The accuracy of IMPROV’s loop detection

\(^1\)More precisely, the precondition must also be matched using the same values for all variables in the precondition.
method is bounded by the explicit knowledge encoded in the plan. The planner should therefore include any implicit knowledge used to build the plan as an explicit part of the plan.

IMPROV's combined method for detecting errors, by detecting lack of progress to the goal supplemented by loop detection is shown in Figure 6.5. Errors can be detected either from an unexpected impasse, indicating that the agent has deviated from the plan or through detecting a loop back to an earlier part of the plan. To summarize, the functional requirements for an agent to use IMPROV's error detection method are:

1. Detect when on a path to the goal
   The agent has determined a sequence of steps, a plan, that will take it to the goal. More explicitly, the agent now has sufficient directly available knowledge to reach the goal.

2. Detect when have left the path to the goal
   The agent must recognize when it has moved beyond the scope of the original plan. This is achieved by verifying that the current state matches the preconditions of precisely one operator. This is appropriate as the operator preconditions, in this framework, include control knowledge, ensuring only one operator at a time has its preconditions satisfied.

3. Detect loops to earlier states
   The agent needs a method to detect when it has returned to an earlier state in the plan. This problem is simplified to detecting the re-use of the same conjunctive precondition for an operator in achievement of the current goal (or super-operator).

   This set of requirements is very different from the traditional requirements we presented earlier:

   1. A Declarative Plan
   2. Plan Monitoring
   3. Reactive Executive Module
One important property of IMPROV's approach is that a single mechanism, matching operator preconditions, supports reactive plan execution and error detection. If the environment changes unexpectedly, moving the agent to a different part of the plan (e.g., someone opening a door before the agent reaches it) the agent will recognize that the preconditions of a different operator (planned for later use) are now satisfied and this operator will be executed next. Similarly, the agent can move between plans built at different times and compiled into operator precondition knowledge. For example, an agent with two plans, one for driving through an intersection when the light is green and another for crossing when the light is red would effectively switch between the plans if the light, unexpectedly, changed color. The light changing color causes the preconditions of operators in one plan to become unachieved, but as preconditions from another plan are now achieved the agent can continue execution and cross the intersection. The calculation to select the next operator to execute, efficiently combines reactivity and plan monitoring, unlike the separate mechanisms traditionally used in systems with declarative plan representations.

6.2 Implementation

There are three processes required by IMPROV’s error detection method:

1. Recognize have a path to the goal
2. Recognize agent no longer on path to the goal
3. Detect loops to earlier states

In this section, we will discuss how each method is achieved by the current implementation of IMPROV within the Soar architecture. Readers primarily interested in IMPROV's learning mechanisms can skip this section without hindering their ability to understand the later chapters.

6.2.1 Detect when on a path to the goal

After the construction of a plan, IMPROV learns a rule which indicates that the agent can reach the goal from the initial state. Once this rule fires it indicates that the agent is now following a plan and should reach the goal without further deliberation. This approach is used in all subplans within the complete sequence of steps that make up a full plan. Therefore, rules are learned for each state in the sequence of states that make up the plan. These additional rules are useful in future problem solving, where the agent may start from a different initial state.

An example of the sequence of rules that is learned is shown in Figure 6.6. These rules have the same conditions as the rules representing the preconditions of the operators in the plan. If the agent only learned operator precondition rules as the result of planning, matching the preconditions of an operator would be sufficient to indicate the start of a plan. However, the agent may have additional operator precondition knowledge, perhaps pre-programmed or learned from other sources (such as instruction).

6.2.2 Detect when have left the path to the goal

IMPROV detects that the agent is no longer making progress towards the goal when the agent’s knowledge is insufficient to decide which operator to select next. In Soar, this takes the form of an impasse. The impasse is either a tie impasse because multiple operators are suggested or a state no-change impasse because no operators have been suggested. An impasse reflects the absence of directly applicable knowledge on how to proceed in solving the current problem.
Figure 6.6: Rules to detect the presence of a plan to reach the goal

For example, in slowing to cross an intersection, the agent may be unaware that it should change gear to avoid stalling the car. IMPROV detects this as an execution failure when the agent reaches an impasse because no operator is suggested after the car stalls.

6.2.3 Detect loops to earlier states

To detect loops, IMPROV checks for the re-use of an operator precondition in the achievement of the current goal. IMPROV’s restriction to purely procedural access to the agent’s domain knowledge means it cannot directly identify the precondition rule that caused an operator to be selected. Instead, at each step during execution, IMPROV builds an explanation of why the next operator is being chosen. This explanation leads, through Soar’s Explanation-Based Learning method, chunking [Laird et al., 1986], to a new rule that matches the precondition of the operator being chosen, along with a test for the current goal instance. This process is shown in Figure 6.7.

![Diagram](image)

Figure 6.7: Learning rules to detect cycles

Whenever one of these loop detection rules fire, IMPROV detects a cycle in the agent’s progress towards the current goal. Figure 6.8 shows an example of this process. As the plan is executed,
Figure 6.8: Loop signaled when an earlier loop detection rule fires

Soar’s chunking mechanism maintains a trace of the rules that fire during problem solving and the working memory elements that are created as a result of the rules’ firing. This trace allows it to construct an explanation of why a particular working memory element was created and compile the sequence of rules that lead to its creation into a single new rule. This access is still limited to the procedural cost of executing rules as the chunking mechanism does not search or otherwise analyze the rule base in building new rules. It simply examines the trace of rules that have already fired. This is important, as it ensures that the cost to build a new rule does not increase as the number of rules comprising the agent’s domain knowledge grows. Chunking is Soar’s only learning mechanism and is used in the creation of all new rules.

An alternative approach to IMPROV’s current implementation of loop detection, would be to expand this trace to maintain a record of the rules that had fired and signal errors when an operator precondition rule fired twice in service of the same goal. This alternative solution results in a trade-off. The alternative approach would lead to a faster implementation, as generating explanations is more expensive than maintaining this form of expanded trace. The disadvantage of this approach is that it makes loop detection an architectural process. This is undesirable, firstly because it increases the number of basic processes within the architecture and secondly, because it prevents the agent from reasoning about and controlling its loop detection method. The agent may have additional domain specific knowledge that should override this general purpose detection method. For example, a taxi driver looking for fares may intentionally loop back to an earlier location. When the loop detection process is implemented as part of the agent’s knowledge it is easier to modify or replace it than would be the case for an automatic, architectural mechanism.

6.3 Discussion

IMPROV’s failure detection method is a weak, domain independent detection method. Errors are only detected when they interfere with the agent’s ability to achieve its current goal. It does not detect errors in the agent’s ability to make accurate predictions. IMPROV’s error detection method is weaker than methods that rely on plan monitoring and explicit verification of each prediction made during planning. In deterministic environments with no exogenous events, explicit monitoring can lead to detecting errors closer to the part of the plan where they occurred, making
credit assignment easier. In complex, nondeterministic environments with exogenous processes, detecting lack of progress may be the best that can be done. For example, if an action involves a random event (such as the roll of a die), IMPROV will not attempt to learn to predict the random event once it has learned plans for dealing with all of the possible outcomes of the event. IMPROV’s method imposes a weaker constraint on the plan’s correctness. As long as the agent’s planning leads to sufficient knowledge to allow the agent to react to changes in the environment and eventually reach its goal, the plan is deemed sufficiently correct. Explicit plan monitoring methods require that the plan precisely describe the changes that will occur in the environment, a harder constraint to meet in complex environments.

IMPROV combines plan monitoring and support for reactive execution into a single process. The matching of operator preconditions during execution provides reactivity and can be extended to detect failures by recognizing that the agent is following a previously learned plan. By combining these two processes into a single process, execution can be made more efficient. The overhead to support IMPROV’s failure detection method beyond normal plan execution is limited to the loop detection process and the addition of rules indicating the start of a plan. As IMPROV only engages its learning and correction methods in response to a failure (rather than after every trial) there is no learning overhead during or after normal plan execution. This approach ensures that the speed of an IMPROV agent that can learn, is very close to that of a static, non-learning agent, during normal plan execution.

IMPROV’s method for detecting failures means that the agent does not require immediate feedback. If feedback is not available, due to delayed or incomplete sensing, the agent will continue to execute the plan on the basis of internal state changes. Once feedback becomes available again, the agent will either be in a situation it recognizes (i.e. has knowledge of how to proceed) or in an unfamiliar state (leading to an impasse and an error).

The loop detection method may incorrectly detect loops on iterative tasks when state changes are imperceptible and are not represented explicitly in the agent’s plan. As we discussed earlier, each step in an iterative task must produce a change to the agent’s internal state, for the states to be distinguishable as not forming a loop. Additionally, the heuristic of detecting repeated operator preconditions will not detect loops when the state representations are equivalent but represented differently.

This weak, domain independent error detection method can easily be augmented with additional domain specific knowledge. In evaluating IMPROV we compare the weak approach to one augmented by instruction (an external agent signaling errors [Pearson and Huffman, 1995]) and by an additional theory of failure states (knowledge of states that will lead inevitably to failure). The results of these experiments are detailed in Chapter 10.
CHAPTER 7
Recalling Previously Detected Failures

Irreversible environmental processes (constraint E5) prevent an agent from always determining the cause of a failure during a single problem solving episode. For example, in playing a card game, the agent cannot return to the same situation and try a different card in an effort to avoid a failure. Instead, the learner must wait until another similar situation occurs at a later time and then it can try an alternative action. This requires the learner to consider episodes that are temporally disjoint and interspersed with other, completely unrelated problems.

The agent must take some approach to this class of problems, where the opportunity for learning is spread over a range of temporally disjoint training instances. Most existing systems either record all training instances (making them non-incremental) or try to learn from each instance independently (losing potentially valuable information).

Reinforcement learners treat each training instance as an independent opportunity for learning. The agent makes an inductive guess at the cause of a failure leading to permanent changes in the agent’s knowledge. This induction is based on the existing state of the agent’s knowledge and the current instance. This limits the ability of these learners to consider information that is available on the basis of comparing multiple instances, (as we’ll show later in Section 9.1.2).

Deliberate theory revision systems either assume that environmental processes are reversible or immediately repeatable (e.g. EXPO) or store all training instances and update a single, global domain theory (e.g. EITHER, FOIL). Systems such as EXPO assume that the agent repeats the task until a cause for the failure is identified, before proceeding to a new task. Systems such as EITHER record all training instances. This gives the learner access to earlier, relevant problem solving episodes but makes learning non-incremental.

As IMPROV is designed for environments that may be time-critical (E6 and E7) we require learning to be incremental and not based on all previous instances. Also, we want IMPROV to reason deliberately, analyzing multiple instances at once during training to improve the quality of its learning. This leads IMPROV to recall previously detected failures and attempted solutions when it returns to a similar context. These previous failed attempts are only collected until IMPROV discovers a successful plan that avoids the failure, bounding the number of instances and ensuring that learning remains incremental. This approach allows IMPROV access to training instances recorded as a result of problem solving that occurred at different times. It also allows IMPROV to work on correcting multiple, unrelated errors in its knowledge at the same time, as information related to each error is only recalled when the agent returns to that context. For example, failures related to playing cards and failures related to driving are only recalled when the agent is working on the relevant type of problem.
7.1 Functional Description

IMPROV's approach is to recall previously detected failures when the agent returns to a similar situation. When an failure is detected, IMPROV records the error, indexed by the current goal (i.e. super operator). Whenever the agent is working on an instance of this goal, during later problem solving, the failure is recalled. The record of this error is also used to record previous attempts at solving the problem and avoiding the failure.

The error information is discarded after IMPROV has attempted to correct the domain knowledge associated with achieving this goal. To return to the earlier example of driving through an intersection. On the first try, the agent crosses when the light is red, leading to an error. IMPROV records that the super operator (cross-intersection) lead to an error. Later, possibly much later, the agent comes to another intersection. The goal (super operator) is the same so the error is recalled (leading to more cautious behavior, starting with replanning). This time, the agent successfully crosses when the light is green. IMPROV induces the cause of the failure as the color of the light, updates the planning knowledge of how to cross an intersection (to include the correct light color) and removes the error record. If the induction is incorrect, the agent will fail again in a future situation, but that will be treated as a new, independent error instance.

To summarize, the functional properties are:

1. Record errors, indexed by goal
2. Recall errors, when goal matches
3. Remove errors, after attempting a correction

This approach allows IMPROV to work on correcting multiple errors at the same time. The agent may have made several errors for different goals and have not yet determined their cause. The errors will be recalled in their correct context, based on the current choice of super operator. An agent that is having trouble getting the car started and is also having trouble crossing intersections, will recall each as distinct, independent errors.

The error is indexed by the super operator, rather than being indexed by the last operator to be executed. This is because the error may have occurred earlier in the plan to achieve the super operator. Recalling the error before starting to execute the plan, gives IMPROV a better chance to avoid repeating the failure. For example, in crossing an intersection, the point to take corrective action is at the start of the intersection, not when the brake is pressed in an emergency attempt to avoid a collision.

![Operator hierarchy for crossing an intersection](image)

*Figure 7.1: Operator hierarchy for crossing an intersection*
### 7.2 Implementation

IMPROV records the information concerning an error as rules, rather than in the agent's working memory. This ensures that as IMPROV simultaneously works on multiple, unrelated errors, the size of the agent's working memory will not grow. In Soar, it is much more efficient to store information in long term memory, as rules, and only recall the relevant information to working memory when the agent returns to the context of the failure.

This approach means that the main issue in the implementation is how to discard the record of the error, and the previous attempts to correct it, once IMPROV has learned new (and hopefully correct) planning knowledge. This is an issue because IMPROV is only assumed to have procedural access to the agent's knowledge and therefore cannot search for the rule that records the error information and remove it.

Instead, IMPROV associates an extra symbol with each operator and tests for the presence of that symbol in the rules relating to an error. When IMPROV corrects the agent's knowledge, it changes the symbol associated with the operator, preventing the error information from being recalled in future. This process is discussed in detail in Section 9.3.4 as this same symbol, or version number, is needed to let IMPROV correct errors in the agent's knowledge. At this point, it is sufficient to understand that this symbol changes to a new value when IMPROV changes the agent's knowledge in an effort to correct an error in that knowledge.

To return to the functional requirements of IMPROV's error recall method:

1. **Record errors, indexed by super operator**

   Once a failure has been detected, IMPROV learns a new rule that tests for the super operator and the version number symbol. The rule creates an identifier for this particular error instance. In the driving example, this would be the rule shown in Figure 7.2. This rule will fire if the agent chooses the same super operator in a future situation, providing the necessary recall of the error.

   ```
   IF     operator(set-speed,0,version 1) 
   THEN  add    error(error127) 
   ``

   **Figure 7.2: Indexing errors by operators**

   Additional information about the error is also recorded, such as the state immediately prior to the failure being detected. This information is used during error correction and is described in Chapter 9.

2. **Recall errors, when super operator matches**

   When a similar situation arises and the agent selects the same super operator (i.e. is working on the same goal), the rule described above fires, signaling to the agent that an error has previously occurred in implementing this operator. This knowledge leads IMPROV to move into a more cautious, error correcting mode and consider alternative plans that may successfully achieve the current goal.

3. **Remove errors, after attempting a correction**
As IMPROV learns new knowledge, in an effort to correct existing errors, it will construct new versions of the failed operators. That is, it will build new precondition rules that suggest an operator with a higher version number (see Section 9.3.4). In future problem solving, if the operator’s preconditions match it will be this operator with a higher version number that is suggested. For example, after learning, `set-speed(0) version 2` will be chosen in future driving situations.

As the rule for recalling the error (see Figure 7.2) tests the original version number (version 1), it will no longer match when a correction has been made and an operator with a higher version number is suggested. The process of correcting the agent’s knowledge automatically prevents recall of the errors the correction is intended to fix.

![Figure 7.3: Plan execution, error detection and error recall](image)

This complete error detection and recall process is shown in Figure 7.3, including the steps where the error record is learned and later recalled.
CHAPTER 8
Inductive Learning

The last three chapters described the first two stages in the error correction process that we outlined earlier, namely:

1. Classification of errors
2. Detecting performance failures
3. Solving the current problem
4. Learning a general correction for the future
   (a) Credit assignment—Which operators are incorrect?
   (b) Credit assignment—How the operators are incorrect?
   (c) Changing the domain knowledge

Before explaining IMPROV’s error correction and learning process, this chapter describes the inductive method that underlies the later learning and credit assignment stages. The task of learning correct operator precondition knowledge can be seen as the task of learning a category. The category being learned is which operator is the correct one to use for the current state and goal. In this chapter we will discuss environmental properties that constrain the inductive learner and then present a learning method, SCA2, that is an extension of the symbolic category learner, SCA [Miller, 1991; Miller, 1993]. Readers who are not interested in the details of the inductive process can proceed to the next chapter.

The environmental properties we first considered in Chapter 2 constrain the design of the inductive learner. First, it must be incremental as there may be arbitrary numbers of training instances (E7) and there are temporal constraints on the agent’s performance (E6). That is, the time to learn about a new instance should not increase as the total number of training instances seen increases. This is a constraint because the learner is embedded within the performance system. Time spent learning will slow the overall performance of the agent in the environment. Second, the learner must be tolerant of imperfect sensing and noise (E8) and be able to adjust to changes in environmental processes over time (E10). Third, its representation must be expressive enough to describe the large sets of disjunctive conditions required by complex tasks (E4). Finally, the learner should take advantage of additional knowledge sources or feedback when they are available (E11).
8.1 SCA2 – Functional Description

IMPROV uses SCA2 (an extension of SCA by Miller, 1993) for inductive learning. SCA is an incremental, symbolic category learner that represents classification knowledge as production rules. SCA is a computational model that accurately models many human behaviors exhibited during category learning. For example, response times decrease as a result of learning, rather than increasing as is typical in most machine learning systems. SCA uses purely symbolic reasoning and learns categories by the acquisition of increasingly specialized prediction rules.

SCA does not support structured or relational objects, or the learning of negative classifications (e.g., X is not a ball). SCA2 uses the same basic method for induction as SCA, but extends learning to include structured objects and negative categories (which are important in learning knowledge about how to perform tasks). Further, SCA assumes that the knowledge available to guide inductions during training will still be present during performance. SCA2 removes this restriction, allowing the agent to use knowledge to guide training (e.g., from analyzing multiple attempts to correct an error) and then discard this extra knowledge (e.g., forget the previous attempts). Thus, performance is made independent of the knowledge used to guide induction. This allows SCA2 to use a wider range of additional knowledge to guide its inductive learning.

Learning in SCA2 is supervised, which means that training instances consist of a vector of state features along with a category label. The task is to correctly recall the category label when later test instances are presented. SCA2 incrementally learns prediction rules as it is trained. Initially, these rules are very general, testing only a few of the features from the training instances. As learning progresses, more specific rules are acquired that test more features.

8.1.1 Predictions

When making a prediction, SCA2 searches for the most specific prediction rule that matches the test instance. An example of a set of prediction rules is:

- [speed 30] -> predict accelerate operator
- [speed 50] -> predict maintain-speed operator
- [speed 50, weather rain] -> predict brake operator
- [speed 50, road freeway] -> predict accelerate operator

This set consists of two general rules (indicating that the agent should accelerate when traveling at 30mph and maintain speed at 50mph) and two more specific exceptions to the 50mph rule (to cover rain and freeway driving).

Given the instance:

- [speed 50, car-color yellow, road freeway, behind nobody]

SCA2 would search for the most specific rule matching a subset of the features. In this case finding:

- [speed 50, road freeway] -> predict accelerate operator

and so predicting the choice of the accelerate operator.

An interesting situation arises when the agent is on a freeway and it is raining. In this case SCA2 picks at random among the matching rules that are equally specific, leading it to either accelerate or brake.
8.1.2 Training

Further training leads SCA2 to learn more specific rules, resolving the conflict. Training occurs by first searching for the most specific rule that matches the training instance and predicts the same category. Then a new rule is built that includes all of the features from the rule that was matched and one new feature from the training instance.

For example, when presented with this training instance:

[speed 50, road freeway, weather rain, behind truck, car-color green; brake]

SCA2 would search for the most specific rule that matched the instance and predicted the same operator:

[speed 50, weather rain] -> predict brake operator

and then learn a new rule with an additional feature, such as:

[speed 50, weather rain, road freeway] -> predict brake operator

The key to the success of the induction is the choice of which feature to include. Features that are important in predicting the category should be included first. In this example, the color of the car being driven is probably irrelevant, while the weather conditions and the type of road are more important. If the concept to be learned is that you should brake when driving in the rain on a freeway, then learning the rule:

[speed 50, weather rain, car-color green] -> predict brake operator

will lead to more incorrect categorizations than the rule:

[speed 50, weather rain, road freeway] -> predict brake operator

An important capability of SCA2 is its ability to use a wide range of different knowledge sources to guide this inductive step. Miller [1993] showed that when ID3's [Quinlan, 1986] information gain metric was used to select the feature, prediction accuracy was comparable to that of ID3. However, this metric is only one of a number of methods that can be used to select the feature to focus on during learning. In particular, when multiple instances are available for training, their differences can be used to guide the induction. Also, additional feedback (for example, from an instructor) can guide the choice of feature to focus on.

This inductive method leads to the following functional properties:

1. Learns incrementally

   The time to train on an instance is independent of the total number of training instances presented to the learner. Each training instance is used to construct a new rule and then the instance is discarded.

2. Performance does not slow with learning

   As SCA2 learns more prediction rules, the time taken in making a prediction either remains constant or declines. This is because SCA2 searches its rule base from specific to general rules. As new rules are added they are found more quickly during this search, ensuring that performance does not degrade as the SCA2 learns.
3. Expressive concept representation

SCA2 can represent complex disjunctive and conjunctive categories. Each prediction rule represents a section of the space of instances. The more specific the rule, the smaller the section of the instance space represented. By combining multiple prediction rules, SCA2 can represent arbitrary sections of the instance space and represent complex disjunctive categories. In the limit, SCA2 can learn specific prediction rules for individual exemplars, allowing it to successfully represent any category that can be described in the representation language.

4. Additional knowledge can guide learning

The inductive step is reduced to the problem of deciding which feature to include in new prediction rules. As SCA2 is fully encoded within a general problem solving architecture, the agent can use a wide range of knowledge based methods to select the feature. For example, learning could be guided by additional knowledge (such as causal theories) or extra feedback (such as an instructor). The benefits of these additional sources of knowledge are evaluated in our experiments in Section 10.5.

5. Noise tolerant

Noisy instances can lead to incorrect prediction rules being learned. These incorrect rules can be overridden by learning more specific rules that mask the incorrect general rules. As the more specific rules are recalled first, this provides a method to override incorrect learning. This capability ensures SCA2 has a degree of tolerance for noise.

Having learned an incorrect rule, as the result of noise, SCA2 can either learn a series of new, more specific rules each predicting the correct behavior or it can learn a single rule, indicating that the wrong prediction should not be made. For example, let’s assume SCA2 has incorrectly learned that when driving behind a truck, you should accelerate. To recover from this, one approach is to learn a series of more specific rules, each suggesting the correct behavior. For example, when driving behind a truck in the rain, brake; when driving behind a truck on the freeway, brake etc. This can require SCA2 to learn a large number of rules to cover each of the cases. The alternative is to learn a rule indicating that the category should not be chosen. For example, when driving behind a truck, do not choose accelerate. Both approaches provide a degree of noise tolerance during learning.

Both approaches also allow SCA2 to recover from noise in the features of the training instance (rather than noise in the category) using the same mechanisms. The noise tolerance is evaluated in Section 10.3.3.

8.2 SCA2 – Implementation

SCA2 is completely implemented within the Soar architecture. This is not an architectural extension, but is instead coded as production rules. The new inductive rules are learned through Soar’s chunking mechanism for compiling general problem solving.

8.2.1 Knowledge Representation

Training instances are represented as a series of state and goal features along with a category label. In order to allow SCA2 to represent structured objects and relations, the features are represented by tuples containing an object identifier, an attribute and a value. For example, (Obj1, color, red) specifies that object1 is red. The values can themselves be identifiers, which
allows relations to be represented. For example, (obj2, behind, obj1) indicates that object2 is behind object1. This representation is therefore more expressive than a simple, attribute-value representation.

Prediction rules test a set of features, with identifiers replaced by variables, and a counter indicating the total number of features in the set. Figure 8.1 shows an example. The predictions

```
IF     task(sca-prediction)
  and   feature(goal,<c1>,drive-50)
  and   feature(speed,50,<c1>)
  and   feature(road,freeway,<r1>)
  and   feature(behind,<c1>,truck)
  and   feature(weather,rain)
  and   count(5)
THEN  choose-op(predict,brake,acceptable,prediction318)
```

Figure 8.1: Example of a prediction rule in SCA2

consist of the name of an operator (e.g. brake), a preference (e.g. acceptable) and a unique constant (e.g. prediction318). The preference is either acceptable or rejection and indicates whether the operator should be chosen or avoided. The inclusion of this preference information allows SCA2 to learn not to select a particular operator in a given situation, for example, not to touch a hot stove. The unique constant is used to uniquely discriminate this prediction from other predictions (as multiple prediction rule may match at once) and is only used in training.

8.2.2 Predictions

SCA2’s performance task is to correctly predict a category from a set of features. In IMPROV, the task is to predict an operator from a set of state and goal features. IMPROV can use a simple attention mechanism to select a subset of the entire state, if the state involves a very large number of features. This attention mechanism is domain specific and is assumed to include all of the features that are relevant to learning. This mechanism is not necessary, but does improve efficiency.

The implementation of SCA2’s prediction method is shown in Figure 8.2. As more specific rules are more likely to be correct, SCA2 attempts to find the most specific rule that matches the input instance. This is achieved by counting the number of features in the input instance and then steadily decrementing this count. As the prediction rules include a test for the number of features in the rule, the effect is to recall specific rules first\(^1\). Thus, SCA2’s search proceeds from specific to general. For example, the rule shown in Figure 8.1 will only match if the training instance includes all of the features in the rule and the counter has reached 5. A more specific rule, with a higher count, would be matched earlier. The main cycle is to steadily decrement the counter looking for a rule that matches the input instance. The first prediction found is the most specific rule that matches a subset of the features in the input instance.

If the prediction is for an acceptable preference (an operator that should be selected) then SCA2 attempts to build an instantiation for this operator. The instantiation consists of filling in the arguments for the operator (e.g. in grasping a block, filling in the name of the block to be grasped). This instantiation knowledge is domain specific and is required to be unique for a given input instance. No valid instantiation may exist (e.g. selecting grasp when there are no blocks

---

\(^1\)An alternative would be to directly modify Soar’s match algorithm to find the most specific rule. This would be more computationally efficient, but it is not clear that finding the most specific rule is appropriate in solving other problems unrelated to induction.
present) in which case SCA2 returns to searching for another operator. If a valid instantiation exists, this is returned as SCA2’s prediction.

If the prediction rule matched is for a rejection preference (the operator should not be selected) then SCA2 records the operator in a list of rejected operators and continues the search for a prediction. If a later prediction is for an operator that has already been rejected, the operator is ignored and the search continues. In the end (when the counter reaches 0), if only rejected operators have been found, they are returned. The effect of rejected operators is to effectively mask later predictions. As the rules are searched from specific to general, only a more specific rejection rule can mask an acceptable prediction rule.

The rejection mechanism can be adapted to generate successive predictions after an initial best match. For example, let’s assume SCA2 makes a prediction having matched a rule with 7 features proposing operator A. To generate a second best prediction, SCA2 marks operator A as rejected from the start of its search. This will lead to another operator being predicted, for instance, operator B based on matching 5 features. This process can be then be repeated by adding B to the list of initially rejected operators and re-running SCA2’s search. This ability turns out to be useful in allowing IMPROV to generate alternative operators after an operator is seen to fail.

SCA2 also associates an uncertainty level with each recalled operator. This value is used in searching for a plan using the UBID method from Section 4.3.1. The uncertainty level for a prediction is:

\[
\text{uncertainty} = 10 - \text{number of features matched}, \min 1.
\]

with a bonus of 10 if the prediction was rejected, leading to a range of 1-10 for acceptable operators and 11-20 for rejected operators.

### 8.2.3 Training

SCA2 learns new rules by searching for an existing prediction rule that predicts the training category and then adding a new feature to specialize that rule. When combined with the search from specific to general rules during prediction, this leads SCA2 to incrementally improve the
accuracy of its predictions.

SCA2’s training method is summarized in Figure 8.3. The initial stage is a specific to general search for a prediction that matches the category in the training instance. For example, in training on the instance:

[speed 50, road freeway, weather rain, behind truck, car small; predict brake]

SCA2 recalls the most specific rule matching a subset of the features in the instance and sharing the same operator. The name of the operator must match, but the preference (rejection or acceptable) can be different. For instance, the matched rule might be:

[speed 50, weather rain] \rightarrow \text{predict brake operator}

This search is guaranteed to terminate as SCA2 always starts with an initial set of maximally general rules, testing no features, that predict each possible operator. Once a match has been found, SCA2 selects a feature to add to this rule. This choice is cast as selecting among select-feature operators (one for each attribute-value pair in the training instance). This leads to an operator tie impasse, causing Soar to generate the subgoal of selecting the correct operator (and feature). This allows the agent to employ its full, deliberate problem-solving mechanisms in selecting the feature. The specific knowledge used in making this selection is dependent on the particular SCA2 implementation. For example, in IMPROV the choice is based on differences found among sets of instances (see Section 9.1.3).
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**Figure 8.3: Training method for SCA2**

Once a feature has been selected, SCA2 checks to see if the feature is already included in the rule that was matched\(^2\). For example, having matched the rule:

[speed 50, weather rain] \rightarrow \text{predict brake operator}

the selected feature for training should not be either of speed 50 or weather rain. SCA2 does not have direct access to this rule, as it is limited to just procedural access to the rule base.

\(^2\)Thanks to Seth Rogers for suggesting this optimization, previous versions of SCA2 computed the set of matched features first which is usually less efficient.
SCA/2 tests whether the rule includes this feature by temporarily removing the feature from the training instance and examining whether the same prediction rule fires. If the rule still matches, the removed feature was not tested in the prediction rule and can be usefully added. If the rule no longer matches a different feature should be selected. The unique constant associated with the prediction operator (see Figure 8.1) is used to keep track of whether the prediction rule is still matching or not. As each feature is removed, SCA2 checks to see if this constant is still present in memory. This is necessary as multiple prediction rules might make the same prediction at once, so simply checking for the prediction is insufficient.

The final stage is to learn a new prediction rule (predicting the training category) that includes the new feature as an extra condition. This is achieved by matching the prediction rule in one of Soar’s subgoals, testing the new feature and creating a new prediction operator as a result. Soar’s chunking mechanism compiles this processing into a new prediction rule (see Appendix A.2 for further details of this processing).

8.3 Discussion

SCA2 is one of several induction algorithms that could be included within IMPROV. IMPROV’s target environments (Figure 2.1) constrain the induction algorithm’s design in general ways. For example, the induction must be incremental (or on-line) rather than non-incremental (off-line) or IMPROV’s performance will degrade over time as it learns new knowledge, violating E6. However, there is considerable flexibility within these constraints. SCA2 is particularly attractive as it can be fully implemented through production rules in the Soar architecture. This uniformity of representation and processing facilitates the inclusion of additional knowledge in guiding the induction, in the same manner that the rest of IMPROV can be improved through additional knowledge. For example, IMPROV (and SCA2) has been successfully integrated with Instructo-Soar [Huffman and Laird, 1994; Huffman, 1994], a system for learning from instructions [Pearson and Huffman, 1995]. This integration was greatly simplified as IMPROV, SCA2 and Instructo-Soar shared the same representation and processing model. In Section 10.5 we evaluate the benefits of this additional knowledge in improving learning.

SCA2’s learning is limited to symbolic concept descriptions. The concepts can include relations (e.g., on(<block1>,<block2>)) but SCA2 will not discover or create new relations (e.g., given the coordinates of two blocks it will not construct the relation on). Additionally, it will not automatically create new numerical relationships between values. For example, to learn that you should maintain constant speed on reaching the speed limit, SCA2 would either have to start with the concept at-speed-limit or learn a series of pairs:

[speed 20, limit 20] -> predict maintain-speed
[speed 30, limit 30] -> predict maintain-speed
[speed 40, limit 40] -> predict maintain-speed

An interesting avenue for future research would be to extend SCA2 to include the capability to build new relations, potentially leading to faster and more compact learning. SCA2’s initial, programmed, knowledge can include these relations, for example:

[speed <s>, limit <s>] -> predict maintain-speed

This allows SCA2’s initial knowledge to include complex, intentional functions. If this knowledge was incorrect, SCA2 would then learn a symbolic correction, for explicit values (as shown above).

As SCA2 learns new rules, execution time in making a prediction should, on average, remain constant or decrease. This follows as the search progresses from specific rules to general rules. As
the new rules will be more specific than existing rules, they will be matched more rapidly in future cases. This speed up is offset by an increase in match cost as rules are added, however empirical evidence indicates that for the latest version of Soar’s matcher, the match time increases either very slowly or not at all as more rules are added [Doorenbos, 1993]. In our experience with IMPROV, no slow down is apparent as new rules are learned, but we have not explored learning especially large numbers of rules.
CHAPTER 9
Correcting Operator Preconditions

Having detected an error, the agent is faced with two, related problems:

1. Solving the current problem

This is the problem of identifying the correct sequence of operators to use when faced with this goal. The agent must search the space of possible operator sequences to locate one that succeeds. For example, an agent may fail in its attempt to start a manual transmission car. It discovers that pressing the clutch and putting the car into neutral allows it to start the engine.

2. Learning a general correction for the future

This is the problem of learning the important features of the task that lead to success or failure, allowing the agent to solve similar problems in the future. For example in starting a car, the agent may generalize from its attempts to conclude that the car can only be started in neutral.

In many systems, these two problems are folded together, with the agent learning from each success or failure and then replanning, leading it to select a new sequence of operators when faced with the same goal in the future. The learning leads the agent to search the space of possible plans. In this chapter we will argue that agent-based learning can be improved by keeping these two stages separate. The agent should first search for a successful plan and only then attempt to generalize the reasons for earlier plans succeeding or failing. As we described earlier, the generalization problem can be further broken down into 3 stages:

1. Credit assignment—Which operators are incorrect?

Determining which operator, or operators, have the incorrect knowledge that led to the performance failure. If feedback and sensing are incomplete or delayed, the agent will not necessarily know what operator caused the failure. This leads to the problem of assigning credit for the failure to a step, or steps, in the plan.

2. Credit assignment—How the operators are incorrect?

Having identified an operator that contributed to a performance failure, the agent must determine the part of the operator’s knowledge that is incorrect. In this chapter, we will focus on errors in precondition knowledge, so this task becomes deciding which preconditions should be added or removed. The agent must decide what properties of the state or goal were important to the success or failure of this operator.
3. Changing the domain knowledge

Having identified the cause of the error, the agent modifies its knowledge to avoid this error in future.

This chapter describes IMPROV’s approach to these three issues for the task of correcting errors in operator preconditions. As we have discussed in earlier chapters (Section 2.2 and Figure 2.1), this operator precondition learning is constrained by properties of the environment. IMPROV learns planning knowledge rather than direct execution knowledge so that the agent can reason about tasks with large, dynamic state and goal spaces (E1 and E2). The corrected planning knowledge is then used to correct execution knowledge. IMPROV’s precondition learning must be sufficiently expressive to learn large numbers of disjunctive preconditions in a form that can be efficiently accessed (E4). Learning may occur over multiple training episodes interleaved with long periods of other, unrelated problem solving (E5). The agent’s performance should not become slower over time as the agent learns more information (E6 and E7). Learning must be tolerant of delayed, incomplete or noisy sensing (E8); changes to the environment not due to the agent’s actions (E9); and environmental processes that evolve and change over time (E10). Finally, we would like the learner to take advantage of multiple forms of feedback and sources of knowledge, using whatever information is available in solving a given problem (E11). Each part of IMPROV’s design, from knowledge representation, through error detection and now error correction is constrained by consideration of these environmental properties. In this chapter we will present one approach to meeting these criteria and in the next chapter (Chapter 10), we will evaluate the performance of the precondition learning. This is followed by Chapter 11 which explains how the precondition correction method can be extended to correct operator effects.

IMPROV’s error recovery method involves two searches. First, a search of the space of plans, executing them in turn to discover a successful plan. Second, IMPROV searches the space of operator preconditions, using an inductive learning method to converge on the correct operator knowledge. Each search defaults to a weak method, with the knowledge learned through induction guiding the search for plans and the search for a plan then guiding future inductions. As we will demonstrate later, each search can be made stronger by the addition of domain specific knowledge to guide the search.

### 9.1 Functional Description

#### 9.1.1 Solving the current problem

IMPROV’s basic method for correcting operator preconditions is to generate new plans, execute the plans to test their correctness and then analyze the set of plans and their results to identify errors in the agent’s operator knowledge (see Figure 9.1). This search can occur over a long time-span, spread across multiple problem solving episodes. Each time IMPROV detects a failure, or recalls an earlier failure in a similar situation, the agent generates a new plan and executes it, in an effort to avoid the failure. As this search may be spread across multiple problem solving episodes, all information and records about the search are stored as rules, rather than as data structures in working memory. This approach ensures that working memory remains bounded in size, which is important for efficiency because Soar’s match cost is proportional to the size of working memory but can be independent of the number of rules. The rules that record information about this search are only recalled when the agent returns to a similar context. A measure of “similarity” is required because IMPROV cannot assume that the agent will return to an identical state. For example, in playing a card game, the identical hands may never been repeated. We discuss the merits of a
intersection at different speeds or changing to different gears. As IMPROV is searching for an error in the preconditions of the operators that make up this plan, IMPROV temporarily assumes that the planning knowledge about the operators' effects is correct. IMPROV internally simulates the
operator sequence generated by UBID using the agent’s current planning knowledge to determine the expected outcome of the plan. This allows IMPROV to reject plans that the agent’s planning knowledge indicates would lead to failure. For example, turning onto a different street leads to a failure state. This allows IMPROV to only execute plausible plans rather than executing arbitrary operator sequences in search of a correct plan. Each plan that reaches the goal in the internal simulation is executed in the external environment, until the agent finds a successful plan. In the driving example, this search leads IMPROV to discover the successful plan shown in Figure 9.3. If a correct plan cannot be found at this level of operators, IMPROV proceeds to try to find a correction within the actions of the operators. This is done by applying the same correction process to the more primitive operators that implement the operators in the original plan (see Chapter 11).

This approach allows IMPROV to recover from either overgeneral or overspecific operator preconditions. Overgeneral operator preconditions lead to an operator being incorrectly included in a plan, while overspecific preconditions lead to the operator being incorrectly excluded from a plan. Recovering from overspecific preconditions is potentially more difficult as a standard planner would not generate a plan that required an operator whose preconditions were overspecific. As the plan is not created, there is no opportunity for the agent to execute it and realize the plan unexpectedly succeeds. For example, the agent learns to drive at the weekends and concludes that cars can only be driven on Saturday and Sunday. To discover this precondition is overspecific, the agent must attempt to execute a plan to drive the car at the weekends, even though this violates the agent’s precondition knowledge for driving. IMPROV addresses this problem as UBID will generate all possible operator sequences including operators that the agent believes should not be chosen. These rejected operators are given a higher uncertainty, but they are still generated (see Section 4.3.2). Sequences that more closely agree with the agent’s operator precondition knowledge will receive lower uncertainty and therefore will be generated earlier, but eventually all sequences (up to a certain maximum uncertainty level) will be generated.

Each plan is generated by UBID, simulated using the agent’s planning knowledge and then executed in the external environment. After each plan is executed, IMPROV records the operators that were applied, the states before they were applied and the outcome of the plan. These records will later be used as training instances for the inductive learner. If the plan fails, IMPROV also builds a record to show that it attempted this plan (or more specifically the final operator in the plan). This record is used to indicate which plans have already been tried, causing IMPROV to generate a new alternative. The details of these records and the search are described in the section on the implementation (Section 9.3.1).

The search for an alternative plan is summarized in Figure 9.4. Notice that all learning is delayed until a successful plan has been found. Only then are the training instances analyzed and
passed to the inductive learner, with the differences between the successful plan and the failed plans forming the basis of the operator precondition learning.

9.1.2 Credit assignment—Which operators are incorrect?

Delayed feedback, incompletely sensed, non-deterministic or multi-agent environments (E8 and E9) prevent an agent from assuming that the last operator executed led to a performance failure. In these situations, the agent is faced with a credit assignment problem of locating the operator(s) that caused the failure. I M P R O V’s approach is to compare the failed plans to a successful solution, and use the differences to determine the operators that are in error. For each state in the successful plan, I M P R O V determines which operator would have been chosen using the original, possibly incorrect, planning knowledge applied to that state. This original operator is compared to the operator used in the successful plan. Any differences are taken to be the operators with incorrect knowledge.

Figure 9.5 shows an example. As the successful plan includes the additional operator, change-gear, the preconditions for this operator are overspecific and will be generalized to include it in plans to achieve this goal in future. Also, set-speed 10 should be specialized so it is not chosen until after the car is in a lower gear. In general, an operator that is present in the successful plan but does not occur at the same point in the original plan, has overspecific preconditions and should be generalized. Similarly, an operator that is not present in the successful plan but is present in the original, has overgeneral preconditions that should be specialized. Where one operator has been replaced by another, this is a combination of an overgeneral operator (the original) and an overspecific one (the successful replacement).

Although this approach is not guaranteed to always identify the incorrect operators, it allows the agent to more accurately locate which operators are incorrect than weaker methods because I M P R O V has access to more information (in the form of the successful plan). Traditional error correction methods consider only the incorrect plan during this credit assignment. Therefore, they must rely on a fixed bias. For instance, reinforcement learners using temporal difference assign most blame for a failure to the final step of a plan (set-speed 0, in the example). It is very
Figure 9.5: Differences between plans used for credit assignment

difficult for such a system to discover that the error is earlier in the plan, while still maintaining the final set-speed 0 operator, which is required in any successful plan. This is an example of the benefit of separating the search for a correct plan from the task of generalizing that plan to future situations. The reinforcement learner would first have to learn not to choose set-speed 0 and then have to unlearn that and learn to choose it again, in order to discover the correct plan.

9.1.3 Credit assignment–How the operators are incorrect?

Having determined the operators that are incorrect, IMPROV must decide how to specialize or generalize the precondition knowledge. Unless the agent has access to an additional source of knowledge, such as a complete causal theory, it is impossible to determine deductively exactly which features need to be added or dropped. Instead, the system must rely on its accumulated experience and inductively guess.

To achieve this induction, IMPROV trains the symbolic category learner SCA2 described in Chapter 8. SCA2 learns incrementally (E7), is tolerant of noise (E8), can represent large numbers of disjunctive operator preconditions (E4) and can be guided by multiple sources of knowledge (E11). The instances consist of state and goal information and whether a particular operator lead to success or failure. SCA2 learns the category of which operator is correct for the current state and goal. During training, SCA2 learns increasingly specific rules by adding one feature at a time to existing prediction rules. During prediction, the rule base of prediction rules is indirectly searched from specific to general, to identify the most specific rule matching a subset of the test instance. As a result, the preconditions of an operator are represented twice within the system. First, as rules for when to choose the operator, that can be executed efficiently. Secondly, as rules within the inductive learner, that are less efficient to access (requiring a deliberate search) but support learning well.

SCA2 is trained on all of the instances, positive and negative, found during the search for a successful plan. Learning is delayed until the successful plan has been found, allowing IMPROV to identify the incorrect operators (as described above) and also more accurately identify the important features that cause an operator to succeed or fail. IMPROV biases SCA2's learning to features of
Figure 9.7: Differences between states used for credit assignment

The general property is that any incremental learner discards information about the instances it sees during training (or it’s not incremental). IMPROV gains more information about what to discard from an instance by considering a set of instances. The number of instances IMPROV considers during each training episode only increase until it finds a successful plan, providing a bound that keeps learning incremental. This is \( k \)-incremental learning, as the learner considers sets of \( k \) instances at a time and while \( k \) varies, it does not grow over the life of the agent.

It is important to realize that the differences between multiple instances only form an additional bias for the inductive learner. If the bias is incorrect, learning will be slower but will still converge to the correct knowledge, assuming the category can be described correctly in the agent’s representation language (see Chapter 8). These differences form a default, weak bias for the inductive learning. Additional, domain specific knowledge sources or guidance from an instructor can be easily incorporated into IMPROV’s learning as an additional bias. In the next chapter we will
evaluate the influence that adding domain specific knowledge has on learning accuracy.

IMPROV delays learning until a correct plan has been found. If training is delayed even further, until a unique cause of the failure has been identified, this results in a system that is actively experimenting (such as the induction that happens in EXPO [Gil, 1991; Gil, 1993]—see Chapter 3 for a discussion of related approaches to learning precondition knowledge). Thus IMPROV and EXPO define two interesting, k-incremental learners along the spectrum from pure incremental learners to pure non-incremental learners (Figure 9.8).

![Diagram](image)

**Figure 9.8: Variation of instance set size from incremental to non-incremental learners**

K-incremental learning is related to incremental batch learners, such as RI [Clearwater et al., 1989]. However, those learners train on a set of randomly selected instances and therefore are passive learners. IMPROV and EXPO are actively creating instances as they act in the world. This allows the learners to select instances that are closely related (e.g., repeated attempts at the same task), making learning easier but this also means the agents must be more careful in their learning. To return to the earlier example of failing while driving through an intersection (Figure 9.6). A system that does not delay its credit assignment may attribute the cause of the failure to the light being green. This incorrect learning will then make it much harder for the agent to discover its error. In future, it will expect the correct operator (Figure 9.7) to fail as the light is green. The agent will be unlikely to execute a plan to cross when the light is green and discover that it succeeds. A passive learner, however, would be no more or less likely to be presented with the correct plan, no matter what it learned as a result of seeing the first plan. This allows a passive learner to more easily recover from any early, incorrect learning. The important point is that in agent-based learning, it is more important to assign credit correctly than it is to assign credit quickly [Pearson, 1995].

### 9.1.4 Changing the domain knowledge

In systems where the operator knowledge is represented declaratively, the learner can directly modify the operator knowledge to make a correction. As IMPROV is restricted to procedural access to its knowledge, it cannot modify the knowledge directly. Instead of searching its rule-base for the incorrect knowledge and correcting individual rules, IMPROV learns additional rules that correct the decision about which operator to select. This method is discussed in detail in the section on implementation (Section 9.3.4).
then attempts a correction. There are three main components in the correction, searching for the correct plan, determining which operators are incorrect and then training an inductive learner to determine how they are incorrect. The search through the space of plans is guided by the knowledge gained during earlier inductive learning. Similarly, the search through the space of concepts made by the inductive learner is guided by the results of executing alternative plans. The credit assignment problems during learning are made easier to solve by delaying learning until after a correct plan has been found.

We will use a specific example to help clarify what corrections IMPROV can make. Figures 9.10-9.12 show a series of corrections to an agent’s domain knowledge represented by an operator hierarchy (similar to the one for crossing an intersection in Figure 4.2). In these figures each node is an operator, with the italicized operators generating external motor commands when they are executed. The hierarchy is analogous to the typical top-down program decomposition used extensively in computer science, except that as in Figure 4.2, the order of the operators (or procedures) arises from operator precondition rules that select each operator in turn. Each of the subsequent corrections are made to the same original theory, showing how IMPROV can map this theory into a range of different theories.

Figure 9.10 shows a correction where an operator’s preconditions were initially overgeneral and were specialized by IMPROV. In Figure 9.10, operator e has overgeneral preconditions, leading it to be included in the plan to achieve b when it is unnecessary. For example, this could be the set-speed 0 operator that is included in a plan to cross an intersection even when the light is
green. By specializing the preconditions of \( e \), the operator is removed from the plan, along with its subtree \((k \text{ and } l)\).

Figure 9.10: Specializing an overgeneral operator precondition

Figure 9.11: Generalizing an overspecific operator precondition

Figure 9.11 shows a complementary situation where the preconditions for operator \( o \) are initially overspecific, so it is not included in operator \( a \). IMPROV generalizes the conditions, leading to that operator (and its subtree) being included in the plan to directly achieve operator \( a \). This capability assumes that the agent already has operator \( o \) available, so that it can be included. If \( o \) doesn’t exist, IMPROV will not create it. In that case, the only correction IMPROV could make would be to include the more primitive operators \( p, q \) and \( x \) as part of the plan to achieve operator \( a \).

The important point to recognize is that operators can be added to the hierarchy by generalizing their preconditions and can be removed by specializing their preconditions. These changes can be made at any level and apply to complete operator subtrees.

Figure 9.12 shows a more complex example after a series of corrections, generalizing and specializing operators. The intention here is to show that by combining these primitive corrections of specializing and generalizing preconditions, the hierarchy of operators can be radically altered.
9.3 Implementation

This section describes the details of how IMPROV’s precondition learning method is implemented in Soar.

9.3.1 Solving the current problem

In generating alternative plans, the agent has to select a plan that has not been tried before. The issue of deciding whether a plan has been already executed becomes challenging when the problem solving episodes occur at widely different times. For example, in trying to cross an intersection the agent drives through a red light, leading to a failure. When approaching another intersection, the agent must decide whether to try the same plan again or attempt a new plan. The agent should still drive across the intersection in some situations. The key issue, then, for the implementation is determining when a plan has already been attempted in a similar situation and therefore that a new plan should be selected. IMPROV records all information about the search as rules, rather than as data structures in working memory to ensure that the memory requirements of the agent do not grow over time, slowing the agent’s performance.1

We have tested a series of alternative strategies for determining when a plan has already been tried in a similar situation. The strategies are as follows:

1. Same State / 0% Exploration

The agent records the goal, all the features of the state, the operator that was executed and whether this lead directly to failure. An alternative is only generated when the agent returns to the same state during a future recovery attempt. This is also labeled 0% exploration as this leads to the lowest level of exploration as the agent only believes an action has already been tried, if it has been tried in an identical state.

2. Any State / 100% Exploration

The agent only records the goal, the operator and the result, with no features from the state. An alternative is selected when the agent considers choosing the same operator in service of

---

1Soar’s highly optimized match algorithm has time complexity that’s proportional to the size of working memory, but under certain conditions is independent of the number of rules being matched[Doorenbos, 1993].
the same goal. This leads to a high degree of exploration, as the agent will always try an alternative action when faced with a goal it has earlier failed to achieve.

3. Partial State / 50% Exploration

The agent records the goal, all of the state features, the operator and the result in the same manner as the Same State method above. However, an alternative is generated when half of the features match between the recorded state and the current state, rather than all of the features in the Same State method. This strategy falls between the very specific match of the first approach and the very general match of the second approach.

4. Learned State / Variable Exploration

The agent records the goal, the features matched by the inductive learner, in selecting this operator, the operator and the result. An alternative is generated when the agent returns to a state matching the recorded state features. This strategy is similar to the partial state approach, but the degree of similarity required changes as the agent learns. Initially, when SCA2 has only been trained on a few instances, it will contain rules that match only a few features. As the agent learns more, the rules become more specialized and the agent requires a closer match to select an alternative operator. In essence, as the agent learns more about the domain, IMPROV will make finer distinctions in deciding when a state has already been visited. This means that an agent initially explores a lot and over time, explores less frequently.

For each strategy, the method is the same. When an failure is detected, the agent records the relevant information as described above. These records take the form of rules; an example is shown in Figure 9.13. During a correction attempt, IMPROV attempts to construct a plan using

```
IF goal(generate-plan)
and error(error-code125)
and task(cross-intersection)
and engine(running)
and light(red)
and distance(close)
and gear(high)

THEN add already-tried(set-speed,30)
```

Figure 9.13: Rule showing when an operator has already been tried

UBID and hence the knowledge encoded in SCA2. During this stage, the rules for avoiding certain previous operators may be recalled, leading SCA2 to select other alternatives. It is important to realize that these rules test the current error instance. Once IMPROV has learned new rules to correct the agent’s operator knowledge, this error instance will not be recalled (see Section 7.2 for details). Therefore these rules will only be recalled during the search for an alternative plan and then will be discarded after IMPROV corrects the agent’s knowledge, ensuring that the search is separate from the long-term learning process.

Figure 9.14 shows a comparison of these different approaches, applied to a driving task. The details of these experiments are discussed more fully in Chapter 10. The first graph (Figure 9.14(a))
Figure 9.14: Comparison of different strategies for exploring plan space

shows the cumulative number of errors made in completing a series of tasks. The second graph (Figure 9.14(b)) shows the cumulative number of training episodes (i.e., number of sets of instances passed to SCA2) over the same set of trials. The 0% exploration case leads to the most errors (as the system repeatedly makes the same mistakes) but results in very few training episodes. This is because each training episode consists of a large set of instances (the k in k-incremental learning is large) and results in high quality learning. The 100% exploration case leads to the most training episodes, but about the same number of errors as the 50% exploration case. This is because each training episode is based on only a small set of instances and therefore results in poor quality learning. The 50% exploration approach provides a balance between these extremes, with less learning overhead for the same number of errors as the 100% exploration case. However, the variable exploration approach outperforms all of the others. It leads to the same error rates as the higher levels of exploration (as the agent initially explores a lot) but with the low learning overhead of the 0% exploration case (as it later avoids exploration). Therefore, the variable exploration, or learned state, approach is the one used by default in IMPROV.

9.3.2 Credit assignment—Which operators are incorrect?

IMPROV decides which operators have incorrect knowledge by comparing the successful plan to the original, incorrect plan. Once a plan has been executed that achieves the current goal, IMPROV compares the operators that would have originally been chosen to the operators in the successful plan. When IMPROV is correcting an error, it temporarily records each state and operator along the path of the plan being executed. Then for each state in the successful plan, IMPROV determines which operator would have been chosen using the original, possibly incorrect, planning knowledge applied to that state. This original operator is compared to the successful operator found as a result of IMPROV’s search through alternative plans.

Continuing the example of stalling a car from not changing gear, the top of Figure 9.15 shows the successful plan. The lower part of the figure shows the original, incorrect precondition knowledge and the operators that are recalled for each state in the successful plan. This approach provides an efficient way to compare plans, a process that is a potentially complex matching problem.

Differences between the successful plan and the original plan, indicate points where the agent’s operator precondition knowledge should be changed. An operator that is absent from the correct
plan should have its preconditions generalized, while an operator that is only included in the incorrect plan should have its preconditions specialized. In the example shown in Figure 9.15, change-gear is only present in the successful plan and should have its preconditions generalized, while set-speed 0 is chosen too soon in the incorrect plan, and should have its preconditions specialized.

9.3.3 Credit assignment—How the operators are incorrect?

IMPROV determines the parts of the state and goal that led to success or failure of an operator by inductively learning which operator is appropriate for a given state and goal. The inductive learner is SCA2, which is described in detail in Chapter 8. As IMPROV builds and executes plans, in search of a successful path to the goal, it builds up a series of instances that are later used to train SCA2. The instances consist of the goal (currently limited to a single symbol—the name of the super-operator) and the state, with a category label of the operator that was chosen and whether the plan lead to success or failure.

The instances are recorded as rules (long-term memory), and are only recalled at the point when the agent is ready to train SCA2. An example is shown in Figure 9.16. The rule includes a test for the current error instance (error-code132). As IMPROV learns new precondition rules, this error code will no longer be recalled (see Chapter 7 for details), effectively causing the agent to discard the training instances related to that error. This ensures that the number of instances considered during training does not grow over the life of the agent and ensures that IMPROV remains a k-incremental learner.

Once a successful plan has been discovered, IMPROV trains SCA2 on all of the instances recorded for the current error. The learning is biased by differences between the states in an effort to more accurately locate the cause of an operator succeeding or failing. IMPROV selects the feature (attribute-value pair) in training SCA2 based on the following heuristics:

1. Present in success, missing from all failures

The feature occurs in the state when the operator succeeded, but never when the operator
failed, e.g. a green traffic light.

2. Present in success, missing from some failures
   The feature occurs in the successful state and doesn’t occur in some cases when the operator failed.

3. Features important later in the plan
   The feature occurs in the success and is missing from the failures at a later point in the plan. This helps IMPROV focus on causes that are only apparent close to the point of a failure and pass them back to earlier sections of the plan.

4. Fixed order of attribute importance
   IMPROV can include a domain specific list of attributes ranked in order of their expected importance in determining the success or failure of operators. For instance, when driving, this list might include that the position of cars is more important than their color.

5. Random
   If none of the previous heuristics have narrowed the choice of feature to a single entry, IMPROV picks randomly.

   These biases act as a series of filters. An operator is proposed for each feature of the state, leading to a tie. Then these heuristics are applied in turn to reduce the set of operators, until the tie is broken and a single operator (and feature) is selected. This framework helps to demonstrate how additional knowledge sources can easily be added to guide IMPROV’s learning. For example, if an instructor is present they could provide additional guidance in identifying important properties of the environment and this would become an additional bias.

### 9.3.4 Changing the domain knowledge

In systems where the operator knowledge is represented declaratively, the learner can directly modify the operator knowledge. As IMPROV is restricted to procedural access to its knowledge, it cannot modify the knowledge directly. Instead, IMPROV corrects the operator knowledge by learning additional rules that correct the decision about which operator to select. This is a general approach for modifying knowledge in Soar agents [Laird, 1988]. In IMPROV, a rule is learned to reject the original (incorrect) operator and another rule is learned which suggests the new (correct)
operator. For example, to generalize the preconditions of the change-gear operator, IMPROV could learn the rule shown in Figure 9.17(a), and to specialize the preconditions for set-speed 0, IMPROV could learn the rule shown in Figure 9.17(b).

<table>
<thead>
<tr>
<th>IF</th>
<th>goal(cross-intersection) and engine(running) and light(red) and distance(close) and gear(high)</th>
</tr>
</thead>
<tbody>
<tr>
<td>THEN</td>
<td>choose-operator(change-gear,low)</td>
</tr>
</tbody>
</table>

(a) Generalize change-gear

<table>
<thead>
<tr>
<th>IF</th>
<th>goal(cross-intersection) and engine(running) and light(red) and distance(close) and gear(high) and choose-operator(set-speed,0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>THEN</td>
<td>reject-operator(set-speed,0)</td>
</tr>
</tbody>
</table>

(b) Specialize set-speed 0

Figure 9.17: Possible rules to generalize and specialize operator preconditions

Unfortunately, this approach is insufficient as the rules learned in making a correction may themselves be wrong, as this is an inductive rather than deductive process. Having learned the rule shown in Figure 9.17(b), it would be impossible for IMPROV to later generalize the preconditions for set-speed 0 (for example, so it’s chosen when an emergency happens) as rules to reject an operator dominate rules that suggest that operator. If the agent learned the rule shown in Figure 9.18, with the intention of stopping in an emergency, the rule in Figure 9.17(b) would still prevent set-speed 0 from being selected.

<table>
<thead>
<tr>
<th>IF</th>
<th>goal(cross-intersection) and engine(running) and light(red) and distance(close) and status(emergency)</th>
</tr>
</thead>
<tbody>
<tr>
<td>THEN</td>
<td>choose-operator(set-speed,0)</td>
</tr>
</tbody>
</table>

Figure 9.18: A rule that’s intended to generalize set-speed 0

To overcome this problem, IMPROV uses the concept of version numbers for operator precondition and action knowledge. This additional symbol was first described in Chapter 7, in describing IMPROV’s approach to discarding records of old errors. In learning rules that reject or suggest specific operators, IMPROV associates a version number with the operator. This allows IMPROV to create new rules that suggest a new version of an operator, replacing the old, rejected version. For the example of learning to generalize change-gear and specialize set-speed 0 and then later to generalize set-speed 0; IMPROV would first learn the rules shown in Figure 9.19(a) and then the rule shown in Figure 9.19(b). Notice that the different version numbers ensure that the rejection rule does not match the most recent version of set-speed 0. Over time, early versions are masked by later versions. The rules are never deleted leading to a potential source of inefficiency for Soar’s matcher. Our experiments to date have not shown any significant slow-down from these additional rules, but this may become more of an issue if a very large number of corrections are made to the same part of the agent’s domain knowledge.
IF goal(cross-intersection) and engine(running) and light(red) and distance(close) and gear(high)
THEN choose-operator(change-gear,low,version 1)

IF goal(cross-intersection) and engine(running) and light(red) and distance(close) and gear(high)
and choose-operator(set-speed,0,version 1)
THEN reject-operator(set-speed,0,version 1)

(a) Generalize change-gear and specialize set-speed 0

IF goal(cross-intersection) and engine(running) and light(red) and distance(close) and status(emergency)
THEN choose-operator(set-speed,0,version 2)

(b) Generalize set-speed 0

Figure 9.19: Actual rules to generalize and specialize operator preconditions

IMPROV computes the version numbers at the point of learning new precondition rules. Rejection rules, for specializing an operator’s preconditions, test the existing version number, ensuring they are specific to the current version (see Figure 9.19(a)). In learning rules to generalize an operator’s preconditions, IMPROV examines the existing operators that have already been suggested and rejected in the current state, and uses the next highest version number. For example, if set-speed 0 versions 1-4 have already been suggested and rejected in the current state, version 5 would be used. As the decision about which version number to use is made locally, there is no need to maintain a global record of the current version numbers of operators.

As an operator’s precondition version number is separate from the name of the operator, the agent’s knowledge concerning the actions or effects of the operator are unaffected by a change in the precondition knowledge. This is a desirable property as it allows IMPROV to learn operator preconditions separately from learning operator effects. Version numbers are used to allow more recent precondition knowledge to override earlier, incorrect precondition knowledge and for no other purpose (see Appendix A.3 for further details on IMPROV’s operator precondition learning method).

9.4 Discussion

IMPROV learns in constant time. That is, learning is not proportional to the current size of the agent’s domain knowledge, nor does it increase over the life of the agent. The time to process a given set of training instances is, naturally, proportional to the size of that set, but the sets do not grow in size over the agent’s life and the time per induction will remain constant or decrease. A number of the design decisions related to IMPROV’s learning were made to achieve this goal, such as only assuming procedural access to the agent’s knowledge. Let us consider more globally, what the effects are of taking this approach to learning. The changes IMPROV makes to the agent’s knowledge are local. That is, IMPROV does not immediately transfer a correction to the rest of the agent’s knowledge. For example, if while stopping at a red light, the agent learns that braking in the rain takes twice as long as expected, the agent’s knowledge will only be corrected with respect

---

2This is because SCA2 searches from specific to general while learning rules from general to specific.
to stopping at intersections. The problem of correcting the agent’s knowledge in other situations that are affected by the new knowledge, is deferred until that new situation is encountered. For example, when the agent considers braking to slow down when leaving a freeway, it may recall the previous failure (see Chapter 7), leading it to replan on the basis of the new knowledge and learn a correction that covers freeway braking. In this way, the new knowledge is only transferred when the agent encounters this new situation. This is similar to lazy evaluation in functional programming, where a value is only computed when it is requested. IMPROV only transfers the local corrections on-demand, in response to new tasks. This spreads the work of making global corrections across multiple problem solving episodes, allowing the agent to learn and perform at a uniform, constant speed during each episode.

IMPROV’s learning method is intentionally general and flexible. It makes few assumptions about the nature of the environment and is intended to be embedded within an autonomous agent that uses large bodies of knowledge in its reasoning. In return for this generality, IMPROV’s basic learning mechanisms are weak. It uses a general purpose, state-based search method for planning, rather than a more advanced plan-space planner. It uses a weak search strategy to generate new plans in search of a successful plan, rather than stronger plan repair approaches. At each step, the lack of assumptions, about the agent’s knowledge or the environment, limits IMPROV to weak learning. This is because it is precisely those assumptions that make so many existing learning methods inapplicable to the agent-based learning in complex environments that we are interested in. This means we would expect a knowledge-lean version of IMPROV to perform less well in simpler environments than existing machine learning approaches. For example, in domains where unlimited time is available for learning, non-incremental learning based on declarative access to the agent’s knowledge should outperform IMPROV’s learning. Similarly, if credit can accurately be assigned from examining a single training instance, then delaying learning (as IMPROV does) is unnecessary.

IMPROV also relies on the assumption that an initial, approximate domain theory is available. This initial domain knowledge guides planning and subsequent exploration. Without this knowledge, many problems would become intractable to IMPROV’s search methods as the agent would be forced to rely on blind search. Let us look more closely at this assumption. The vast majority of machine learning systems do not make this assumption or require this initial bias. However, this seems somewhat surprising (at least to this researcher). It would seem that the vast majority of problems that people are interested in solving, are problems for which there is some or a great deal of knowledge available. In medical diagnosis, or intelligent vehicle control, or internet softbots, or robotic bomb-disposal systems, or expert systems for system configuration, to name just a few, the problem areas are well understood. The problem that leads to the knowledge acquisition bottleneck, I would suggest, is not the difficulty in supplying an approximate model of the problem domain, but in supplying one that is complete and correct. IMPROV will perform best in domains where there is already some level of human understanding of the processes and representations that are appropriate. IMPROV will perform less well on tasks that are generally classed as discovery tasks, where little is known about the problem or the correct behavior. Before leaving this point, it is also worth pointing out that almost every machine learning system assumes, or implicitly requires, the domain to be appropriately represented. If the wrong features are presented to the learner, there are very few systems that can recover (and even constructive induction systems are limited to a relatively simple combinations of existing features). I suggest that the space of problems that can be appropriately represented, largely overlaps the problems where approximate domain knowledge is available.
CHAPTER 10
Results and Evaluation

The goal of this research is to develop a learner capable of extending and correcting domain knowledge in complex environments. The degree of coverage of the different classes of knowledge errors, the character of the environment and the character and performance of the agent in learning and achieving its goals can all be used as criteria for evaluating the system. IMPROV has been implemented in a simulated robot domain, as an initial testbed, and in a simulated driving domain, allowing us to test IMPROV’s performance on a wide range of complex environmental properties.

10.1 Experimental Domains

The task for the agent in the robot domain is to align blocks on tables (see Figure 10.1). The blocks have different characteristics and the agent must learn which of the blocks can be successfully picked up. The agent can move around the room and has a single gripper for manipulating the blocks.

Figure 10.1: Robotic domain
The task for the agent in the driving domain is to successfully cross an intersection (see Figure 10.2). There are other agents in the environment, both on the road and sidewalks, and processes (such as traffic lights) which change independently of the agent’s actions. The agent must learn the correct procedure for crossing the intersection. For example, the agent should stop for red lights or police cars. In both domains, the agent starts with sufficient initial knowledge to build a plan that it believes will succeed. This knowledge ensures that the agent is not performing a blind search, either for a correct plan or for the correct operator knowledge. In both cases, the search is usefully biased by the agent’s initial knowledge.

10.2 Evaluation Criteria

Together, these two test domains have allowed us to evaluate the system’s performance on a range of criteria:

- Coverage of different classes of errors
  IMPROV has been demonstrated correcting domain knowledge that initially included:

  - Overgeneral Operator Preconditions
  - Overspecific Operator Preconditions
  - Incomplete Operator Effects
  - Extraneous Operator Effects

  IMPROV has not been tested on, and has no ability to learn, when there are:

\footnote{For a more comprehensive, cognitive model of driving behavior in Soar, see [Aasman93].}
- Missing Operators

- Character of the Environment

IMPROV has been demonstrated on environments that have:

- Large state space [E1]
  The state space for the driving domain exceeds a billion distinct states, with certain parts of the state space (the other agents) being added and removed to produce dynamic changes to the representation.

- Large goal space [E2]
  Neither of the goal spaces is particularly large, but the robot domain allows for in excess of 100 different goal states.

- Actions with complex structure [E3]
  Each domain included many conditional actions and a number of sequential effects that occurred over time as a result of a single external action.

- Actions that apply in a large range of states [E4]
  IMPROV has been tested on theories missing up to 8 disjunctive preconditions. The initial domain knowledge can include many more disjunctive preconditions, but we only explored learning up to an additional 8 disjuncts at one time.

- Irreversible environmental changes [E5]
  The driving domain contains actions that cannot be reversed, with the agent only facing each problem situation once and being able to execute a single sequence of actions in an effort to achieve the goal.

- Time-critical tasks [E6]
  The driving domain required the agent to act within a fixed time limit, as the environment changed asynchronously. The agent always had sufficient time for processing, but the time allowed was fixed ensuring the agent could not spend arbitrary time reasoning and would fail if it slowed after learning.

- Long-term tasks and continual existence [E7]
  The agent wasn’t given time to process information “off-line”, it was continually acting in the environment.

- Limited sensing [E8]
  Noise was introduced to the agent’s sensors in the robot domain, leading it to incorrectly sense external features of the environment. Additionally, feedback that an action would lead to success or failure was delayed. These forms of noise largely hinder credit assignment during learning, although they can also make the search for a solution to the current goal more difficult.

- Environmental changes independent of the agent [E9]
  The driving domain included multiple agents and other external processes that changed the environment asynchronously and without action by the agent.

- Evolving environmental processes [E10]
  The underlying physics for the robot domain was modified after training IMPROV for a period in the environment. The agent was then required to re-learn the correct effects of its actions.
Figure 10.3: Example domain knowledge in driving domain experiment

are shown on the left, along with the range of values each attribute can take. Next is shown part of the initial knowledge given to the agent (i.e. that the set-speed 30 operator should be chosen when the distance is close and the road-sign is a traffic signal). Finally, an example of a target theory is shown in the third column. In this experiment, the agent must learn three exception cases to the initial theory's general rules. The target operator preconditions consist of 3 disjunctive terms, each containing two additional conjunctive terms that are missing in the initial knowledge. This example is labeled as +3x2. The + indicates that the initial theory is overgeneral and must add three disjunctive terms (each of two conjuncts) to reach the target theory. Overspecific initial theories are the converse, for example -3x2 would mean the agent started with the target theory shown and had to learn the initial theory. The robot domain contains a similar number of attributes and has test cases formulated in the same manner. Each experiment reflects the average results
Figure 10.4: Correcting overgeneral and overspecific precondition knowledge

of errors that would be made if the system was not learning and providing a uniform reference point between the graphs. The graph shows that IMPROV can correct overgeneral and overspecific theories and quickly converges to a reasonable approximation of the correct theory, resulting in few total errors.

10.3.2 Disjunctive Preconditions

Figure 10.5 shows the cumulative number of errors made as IMPROV learns domain knowledge that includes an increasing number of disjunctive terms. Disjunctive preconditions can present difficulties for some existing learning methods and this graph demonstrates that learning is more difficult as the number of disjuncts increases, but in each case IMPROV quickly converges towards the correct knowledge.

10.3.3 Noise

Figure 10.6 demonstrates the effect of adding noise to the training data. In these experiments, the level of noise indicates the percentage chance that a given attribute is incorrectly sensed by IMPROV for the duration of that trial. The graph shows that noise significantly degrades the
Figure 10.6: Learning from noisy training data
errors, but it then adjusts to the new theory. The baseline case shows the behavior when no change is made to the domain.

10.3.5 Limited Time

Figure 10.8 shows the CPU time per trial over the life of the system, while performing on the previous evolving domain learning problem. The first, largest spike, includes the time for the agent to build an initial plan. The later spikes indicate when a correction had to be made. The time spent on each correction remains constant or decreases as the agent learns and the theory becomes more complex. This is in contrast to most machine learning algorithms, which become slower as the theory they are learning grows more complex. Also, the frequency of the corrections decreases as the system’s theory becomes more accurate. These results help to support the hypothesis that limiting an agent to procedural access to its knowledge leads to an efficient correction method.

10.4 K-Incremental Learning

IMPROV’s ability to assign credit for errors is improved by delaying learning until a success plan has been found. Figure 10.9 demonstrates the benefit of using this deliberate, analytic k-incremental approach over a pure incremental learner. IMPROV was modified to train immediately after seeing each individual instance, rather than waiting and training on a set of instances; thereby simulating a pure incremental system. Figure 10.9(a) shows the comparison in the driving domain,
resulting error rates is substantial, confirming that the accuracy of the learning has been improved by IMPROV delaying its training until a successful plan has been found.

10.5 Knowledge Directed Learning

IMPROV represents a weak, general purpose method for learning planning knowledge in a range of challenging environments. The learning can be made stronger by adding additional knowledge sources to guide the agent. This is analogous to making a weak search method stronger by adding additional knowledge [Laird and Newell, 1983]. This is a more flexible alternative to building a collection of domain specific methods and then selecting among them or integrating the results of
comparison between a baseline IMPROV agent and the same agent with this additional, early detection knowledge. As expected, this signal leads the agent to make substantially fewer errors during performance. The important point in this, and the other knowledge-directed experiments, is not the size of reduction in the error rate. This, after all, depends directly on the quality of the additional knowledge provided. Instead, the important point is that additional knowledge can be easily added to achieve this improvement in performance.

10.5.2 Replanning

Figure 10.11 illustrates the benefit of providing the agent with additional knowledge to guide the generation of alternative plans. For example, this knowledge could be general purpose plan repair
Figure 10.11: Knowledge added to guide replanning after failure

same agent with the additional knowledge to guide it in generating alternative plans after a failure. As this additional knowledge is useful, the agent’s performance is significantly improved. Naturally, if the additional guidance during replanning was unhelpful, the agent’s performance would degrade. Again, the important point is that the additional knowledge can be easily added. In this example, the two agents differ by just a single rule.

10.5.3 Induction

Figure 10.12 evaluates the effect of adding additional knowledge to guide the agent’s inductive learning. This could be a causal theory, a naive physical model or some domain specific heuristics indicating the important features of the domain. In this test, the knowledge guided the inductive learner by indicating the important features of the task. Without this additional knowledge, the agent has no particular reason to focus its learning on these features; with the additional knowledge the agent can learn the correct causes of the failure as soon as it finds a successful plan. The graph shows that the presence of the additional guiding knowledge improves the learning, leading the agent to make fewer errors. The benefit to learning is only as good as the quality of the additional bias. The idea underlying IMPROV’s design is rather than trying to develop a powerful learner that performs well on all tasks (a goal many machine learning researchers would consider unattainable), IMPROV instead represents a general learning method whose performance can easily be enhanced by the addition of domain specific knowledge. In many practical learning problems, domain experts can provide guidance to the properties of the environment that they believe are important. This is a much simpler task than correctly specifying the agent’s behavior in that environment. It is much easier to know that traffic lights are important in driving than it is to describe the correct behavior for crossing a busy intersection.
Figure 10.13: Combinations of knowledge added to guide learning

examples demonstrate that with sufficient additional knowledge IMPROV’s weak searches, for a correct plan and for the correct operator preconditions can both be made deductive problems that
require no search.
CHAPTER 11
Correcting Operator Effects

In this chapter, we will describe IMPROV’s approach to learning the effects of operator actions. First, we discuss the range of effects that an action can produce and the ways an agent’s knowledge of these effects can be wrong. Then we describe some existing approaches to learning operator effects and discuss the scope of effects they can learn. Finally, we present IMPROV’s approach and demonstrate how a hierarchical operator representation allows IMPROV to learn complex operator effects by correcting the precondition knowledge of operators lower in the hierarchy.

11.1 The Problem

An agent can select the actions it will take either through an exhaustive policy or by using planning knowledge about the effects of its actions to determine a plan that it expects to succeed. Agents that only learn and maintain an execution policy, primarily reinforcement learners, only learn precondition knowledge. The agent learns a policy which represents when to select an action. Therefore, this policy encodes precondition knowledge. These systems typically do not learn a model of the effects of taking an action. If they perform internal simulations, they usually assume a complete and correct model for the effects of taking an action (e.g., Samuel’s checker player [Samuel, 1959]) and limit learning to determining the correct conditions for when to take that action.

Agents that learn planning knowledge to model the effects of taking an action may have errors in that knowledge (as described in Section 5.2):

- Incomplete Effects
  The agent is not aware of all of the effects of executing an external action.

- Extraneous Effects
  The agent believes that the external action produces more effects than it really does.

The case where an effect is simply incorrect is a combination of an incomplete effect (the correct effect is missing) and an extraneous effect (the wrong effect is present).

The effects of an action may have a complex structure. For example, actions may produce sequential effects, where changes occur over time, or may be conditional on the current state of the world (E3). In explaining IMPROV’s approach to learning these complex effects of operator actions we will consider a specific example taken from the driving domain. The example is the effects of a single external action, pressing the brake pedal in a car. In this domain, external commands indicate when to press a pedal, with the pedal remaining pressed until another command is issued to release the pedal. Figure 11.1 shows an example of an agent’s initial, incorrect knowledge for the effects
over time (not in a single step as before) and then remains constant. The rate of deceleration also rises, levels off and then drops to zero as the car comes to a halt. This is an interesting example as the effects vary over time as the result of a single external action and the effect of braking is conditional on the current state of the vehicle. In general, any action can produce a sequence of effects (e.g. knocking over the first of a line of dominoes).

11.2 Related Approaches to Learning Operator Effects

Many existing learners find complex effects, such as those in the braking example (Figure 11.2) difficult to represent and learn. Most representations (as we will shortly describe in detail) are
limited to modeling the effects of actions as a single set of state features that exist after completing the action. This form of representation leads these learners to use two different approaches to learning operators that produce effects over time.

The first approach is to model the action at the grain-size of effects that persist after the action has completed. In the example of braking, the effects would be limited to the eventual change in speed, without representing the changing rates of deceleration. However, this approach is insufficient for certain tasks. In the braking example, modeling the rate of deceleration may be important in deciding whether it's safe to brake on ice. More extreme examples include walking in a circle, where the agent finishes in the same position that it started from. This action produces no effect on the final state, but the agent requires a model of where it will be walking to decide if a collision will occur. In short, the intermediate stages of an action with duration may be important in solving certain tasks.

The second approach is to assume that all actions can be decomposed into a series of primitive actions, each producing a single state transition. In the braking example, the external command language would consist of tapping the brake repeatedly, each time increasing the rate of deceleration. This is also an unsatisfactory approach for a number of reasons. Firstly, a series of primitive actions is not equivalent to a single action that produces multiple effects as small actions can be interrupted while a single, large action cannot. The decision about whether an action is interruptible or not, should depend on the dynamics of the environment not on the design of the learner. Secondly, it assumes that the agent’s interface to the environment can be modified and engineered to meet the requirements of the learning system. Philosophically, this is undesirable as engineering the problem constrains the applicability of the intelligent agent. More practically, it may be costly or even impossible to decompose the agent’s actions. For example, consider clicking a mouse on a computer, that starts a script to produce an arbitrarily long sequence of effects or knocking over the first in a line of dominoes. It is not clear how these events can be modeled as a series of primitive actions without confusing the concepts of the actions an agent can take (the initial push) and the effects that the action produces (the sequence of falling dominoes).

In the remainder of this section we will examine some of the existing approaches to learning operator effects and discuss the range of operator effects they can model.

11.2.1 LIVE, EXPO and OBSERVER

LIVE [Shen, 1989; Shen, 1994], EXPO [Gil, 1992; Gil, 1994] and OBSERVER [Wang, 1995; Wang, 1996] are three, related approaches to learning planning knowledge to model the effect of actions. In each system, operators are represented in a STRIPS-like form, with a list of state features (or postconditions) that are added, and another list of features that are removed, by applying the operator. Effects are learned on the basis of differences between the state before and after an action. In LIVE, features which disappear after an operator has been applied become preconditions, while new features become actions. This initial model is refined based on the differences between the current state and the state before an earlier application of the operator. In OBSERVER, the differences before and after an action is taken, the delta-state, are matched against the current operator effects. If the current operator’s effects do not account for all of the changes in the delta-state, the effects are generalized or additional, conditional effects are added. EXPO uses a similar approach, based on computing the changes to the state after applying an operator. EXPO simplifies the inductive problem by designing a series of experiments to determine which effects are the result of which action, improving the subsequent learning.

Each of these approaches is unable to represent the class of effects shown in Figure 11.2 and is therefore unable to correctly learn this class of actions. As the STRIPS-like representation only
includes a single set of effects it is not possible to model the sequence of effects in the braking example.

11.2.2 Reinforcement Learning

As we mentioned above, most reinforcement learning approaches involve only learning an execution policy, rather than learning models for the effects of taking actions. As a result, these methods learn operator preconditions (in our formalism) and not operator effects. This means the methods are either not used on planning tasks or require a complete and correct model for the effects of each action.

An interesting exception is the work of Mahadevan on learning action models for a robotic domain [Mahadevan, 1992; Mahadevan and Connell, 1991]. Q-learning [Watkins, 1989; Watkins and Dayan, 1992] is used to learn the expected reward of taking each possible action in any given state. As we discussed in Section 4.1 this large representation of states and actions is only appropriate for relatively small state spaces. The system augments this Q-learning with a method for learning the expected state after taking an action. Actions are recorded in tuples mapping from a pre-action state to a post-action state. Both pre and post-action states are vectors describing the probabilities that each state feature will be present before or after the action has been taken. The agent learns the effects of each action by updating the probability vectors in the post-action state after observing the effects of an action. The new vector is a weighted sum of the old vector and the observed state after taking an action. The models for the effects of actions are then used in a lookahead search to guide the agent.

This action model representation is essentially equivalent to STRIPS-style operators with the addition of probabilities for each precondition and effect. IMPROV’s representation does not provide explicit support for probabilistic effects (although we will discuss later how IMPROV has a certain level of implicit support for probabilities). However, in Mahadevan’s system it is assumed that complex effects, such as the braking example, can be decomposed into a series of primitive actions, each producing a single effect.

11.2.3 MSDD

Multi-Stream Dependency Detection (MSDD) [Oates and Cohen, 1996] is a learning method that has been applied to learning planning operator preconditions and effects. Operators are represented as tuples consisting of a state vector (or context) for the operator precondition, an action, and a state vector describing the effect of the action in that context along with a probability that the effect occurs. The same action may be represented as a set of operators, which allows multiple effects to be represented. This representation is similar to the one used by Mahadevan, except that each effect is associated with its own condition, allowing conditional effects to be represented explicitly. MSDD learning occurs by searching for repeated patterns over a series of states. Values that are frequently seen to occur after taking an action become the effects of that action.

As MSDD searches for any patterns of state features across multiple states this results in a very large search space. MSDD employs a number of filters in an effort to prune this space, but the method seems best suited to domains where the assumption is that most attributes of the state will change value from one state to the next. In this class of environments, methods, such as IMPROV, or other learners that focus on changes between states to direct their learning, will perform poorly and MSDD may be more appropriate. However, in environments where most state features remain constant from one time step to the next, it is not clear that addressing this larger
The problem of recognizing arbitrary patterns will scale well to large environments. It is interesting to note that MSDD examines sequences of states and therefore could potentially detect sequential effects that occur over time (such as in our braking example). However, when the effects are only transitory (such as deceleration in our example) the planning operator representation is insufficient to express this. MSDD operators can model actions that produce multiple, conditional effects, but all effects are modeled as occurring at the end of the action. Thus, learning would either conclude that braking produces zero deceleration (the final state) or a range of conflicting decelerations (from the sequence of states).

11.2.4 TRAIL

TRAIL [Benson, 1995; Benson and Nilsson, 1996] learns planning knowledge in the form of teleo-operators (or TOPS). Operators consist of a possibly disjunctive, precondition (or preimage), an action, a single intended effect (or postcondition literal) and a set of probabilistic side effects. The action is continuously executed until the postcondition literal is achieved. Operators are learned for each action and postcondition literal combination. The action is repeated until either the postcondition is achieved or a time limit is exceeded and the operator is deemed to have failed. TRAIL analyzes the sequence of states that the agent passes through in executing the operator. State features that have different values, at some point during execution, from their final value once the operator has completed are classed as side effects. This analysis of a sequence of states allows TRAIL to learn about actions that take time to produce an effect. TRAIL’s modeling also appears well suited to environments that are non-deterministic and where actions produce monotonic effects over the course of their application. The effects must be monotonic because the TOP representation is again insufficient to record the sequential information that is identified during learning. In the braking example, TRAIL would apparently conclude that each rate of deceleration (-4, -8, -1) is a side effect of executing the operator.

11.3 Correcting Operator Effects – Functional Description

IMPROV’s approach to correcting operator effects is to model the effects as a sequence of more primitive operators and then correct the preconditions of those primitive operators using the precondition method described in Chapter 9. This representation is highly expressive, allowing IMPROV to model conditional effects as well as sequential effects that occur over time. This representation also allows IMPROV to use a single learning mechanism to learn operator preconditions and operator effects, two problems that have traditionally been seen as different. This is a simple, powerful idea yet it can be a difficult concept to grasp so we will describe it from a number of angles.

The first observation is that generalizing and specializing operator preconditions provides a general method for adding and removing operators from an operator hierarchy. The previous chapter includes many examples of this (Section 9.2). Earlier, we introduced the idea that goals and plans are represented as high level operators. For example, the goal of crossing an intersection and the plan to achieve it can be represented as a high level cross-intersection operator, whose termination condition is that the intersection has been crossed and whose implementation is a planned series of motor level operators (e.g. brake and accelerate). We can extend that same concept to the motor level operators, seeing them as a goal to be achieved and a plan to achieve them. In this case, the goal is to execute an external motor command, the execution implementation knowledge is to send that motor command and the planning implementation knowledge is a series of primitive operators that together model the effects of the motor level operator. These primitive
operators are called **single-effect operators** as they each model one expected effect of taking an action. This representation can be extended to cover multiple actions that occur simultaneously (e.g., turning and braking at the same time) by representing the combined actions as a single, compound operator (e.g., *Turn-and-Brake*) [Covrigaru, 1992].

---

**Figure 11.3: Mapping an operator's effects to single-effect operators**

Figure 11.3 shows an example of representing the planning knowledge for *Go-Through-Door* either as direct, operator implementation knowledge (in the top of the figure) or as a pair of more primitive operators (in the lower part of the figure). Notice that the knowledge about whether a particular effect should occur moves into the operator preconditions for the primitive operators. Time is modeled through a series of “T” operators that indicate the point when time advances. Figure 11.4 shows a simple example of a *Brake* operator with T operators included (for a full example see Figure 11.6). IMPROV’s default model is to assume that state transitions occur at the same rate as sensing. The T operators indicate when sensing will occur and when a transition is expected to occur. This representation allows IMPROV to represent multiple effects that occur simultaneously (see Figure 11.6 for an example).

With the hierarchical representation of Figure 11.3, the problem of determining the correct effects of *Go-Through-Door* becomes the problem of determining the correct preconditions of Status and In-Room. Extraneous effects can be removed by specializing operator preconditions, while missing effects can be added by generalizing an operator’s preconditions. For example, when going
through a revolving door, the door’s status is not changed by passing through it. This is an example of an extraneous effect: \((\text{status}, \text{<d>}, \text{open})\) does not occur when the external command to go through a door is sent. In this hierarchical representation, this extraneous effect is removed by specializing the preconditions of the \text{status open} operator, to include the additional condition that the door is not a revolving door. We will shortly look at another example in more detail.

The general result is:

*The planned effects of an operator can be represented as a series of more primitive operators. This allows the problem of correcting operator actions to be reduced to the problem of correcting operator preconditions.*

This result is important as the problem of learning operator actions has traditionally been seen as completely separate from the problem of learning operator preconditions. Furthermore, correcting complex actions with duration or that produce conditional, sequential effects has been seen as difficult to solve, leading to the prevalence of correction methods that limit actions to simple, instantaneous effects. The rich representation of operator effects as a series of primitive operators, allows IMPROV to represent and correct complex actions that produce conditional or sequential effects. The sequence of primitive, single-effect operators can model much more complex behavior than the traditional STRIPS-like models of actions as discrete, instantaneous transitions. The re-use of the precondition correction method also allows the agent to re-use knowledge for learning preconditions on problems for learning effects (e.g. a causal theory indicating important properties of the domain). Finally, from a research perspective, this duality allows us to develop capabilities motivated for one problem and transfer them to the other. For example, having developed an approach for learning conditional effects, this is identical to learning conditional branches in plans. They are both problems of learning conditional operator preconditions at different levels of an operator hierarchy.

This method for correcting operator effects is very general as it can be applied to any level of the hierarchy. As we will discuss in the implementation section, it may be appropriate to have different biases for the different levels of the hierarchy, but the same general method is essentially applied throughout. As IMPROV corrects operator actions by relying on a lower level of operators, it is important to realize that this process will always terminate. The lowest level of operators in any IMPROV operator hierarchy consist of single-effect operators that manipulate a single symbol. For example, \text{Dspeed} operators only modify the rate of change of the agent’s speed. As these operators modify only one symbol, their effects are guaranteed to be correct. For example, the \text{Dspeed} -3 operator is the operator that produces a rate of change of speed of -3. Errors in the agent’s knowledge are the result of using the wrong sequence of single-effect operators, not because the effects of those operators are wrong. For example, if braking produces a final deceleration of -12
braking behavior shown in Figure 11.1, where braking immediately leads to a constant rate of deceleration and a steady pressure on the brake pedal. The effects of the Brake operator are modeled by the sequence of DSpeed and Brake-Pressure operators at the lowest level of the hierarchy. The lowest level operators are single-effect operators as they each modify a single symbol in the internal planning representation. They play no direct role in execution, although they are useful for error detection (see Section 6.1.1).

IMPROV also assumes there is explicit feedback indicating when the external command is still producing changes in the environment. This is an important assumption as it significantly simplifies the learning problem. Without this feedback, the learner would have to decide whether arbitrarily delayed external effects could still be the result of the agent’s actions. For example, without this assumption it would be difficult to decide when the action of knocking over the first in a line of dominoes had stopped producing effects.
reach full deceleration and then lessens as the car comes to a halt.

The mapping from the initial representation to the final representation is achieved by changing the preconditions of the single-effect operators. Preconditions are specialized to remove an existing operator and they are generalized to include a new operator. For example, DSpeed -3 has overgeneral preconditions (as it should not be included in the effects of Brake), while DSpeed -8 is overspecific and should be generalized to include it in the implementation. In this example, IMPROV learns this correct model after a single failure and a single attempt at finding the correct model. This is because the credit assignment problems are simplified in this example because the action produces deterministic effects and because the initial model is close to the correct behavior. In general, the search for the correct model could require many trials, in the same way that learning operator preconditions for motor level operators may require many trials to correctly solve the credit assignment problems.

11.4.2 Detecting performance failures

IMPROV detects a performance failure when no operator (or multiple operators) are suggested during execution after building a plan. This principle is applied at each level of the operator hierarchy, including the single-effect operators. In the braking example, the agent initially has knowledge indicating when the DSpeed -3 operator should be chosen in modeling the effects of braking (Figure 11.7). During execution, the car decelerates at a faster rate than expected. The second precondition rule does not match as expected, so no operator is selected signaling a performance failure. IMPROV records the state, operator and result (a failure) and learns to avoid this operator in a future search for an alternative, successful implementation.
To date, the agent’s modeling of time is left to domain-specific knowledge. The T operators, that indicate when time advances, can be implemented to include a time limit for each effect to be seen. If the limit is exceeded this indicates a performance failure. However, the current version of IMPROV has no support for learning these time limits. While waiting for an effect to occur, IMPROV will repeatedly select the same single-effect operator and subsequent T operator. IMPROV does not attempt to detect loops at the lowest, single-effect level as otherwise any delay would be detected as a loop and signaled as a failure. For the purposes of this braking example, we will assume that the sequential effects are deterministic and occur reliably.

In the current implementation of IMPROV, when a failure is detected at the lowest level, IMPROV does not immediately halt execution and start to search for the correct knowledge. This is because the agent may still achieve its goals, even though it has incorrect knowledge about the effects of its operators. Instead of halting execution, IMPROV records that an error occurred, as usual, but then continues the execution. In future, when IMPROV selects Brake during planning or execution, IMPROV recalls the error and only then starts searching for a correction.

### 11.4.3 Solving the current problem

Having detected an error, IMPROV will search for an alternative sequence of single-effect operators to implement the motor level operator. The search begins at this lowest level as Brake was the super-operator when the error was detected. IMPROV generates alternative implementations, uses them to replan when to brake, executes them and observes whether they lead to an error or if the plan succeeds.

In correcting motor-level operator effects, IMPROV uses an additional bias in guiding its search. When a failure is detected, IMPROV records the values that are observed changing during the failure. For example, that DSpeed changed to -4, rather than -3. This information is recorded along with the information indicating that DSpeed -3 has already been tried. In correcting operator effects, the search for the correct operator sequence starts with this observed behavior, rather than from the original, incorrect plan.

In this way, the differences between states that are used as the basis of learning in many existing systems, are used as search control in IMPROV. If the observed values are not sufficient to model the correct effects, IMPROV will continue to search for the correct planning knowledge, in the same manner as described earlier in Section 9.1.1, searching in decreasing order of similarity to the initial attempt.

In our test domain, the braking example is sufficiently simple that the sequence of changes to DSpeed and Brake-Pressure observed during the course of the first, failed braking are all that need to be considered. In this case, IMPROV will immediately generate the correct implementation as the first alternative. However, the important point here is that the differences between the states during the braking maneuver are only a bias for the search. This means that when a more complex implementation is required, IMPROV can continue to search for the correct implementation.

### 11.4.4 Credit assignment—Which operators are incorrect?

Once IMPROV has found a sequence of single-effect operators that lead to achieving the agent’s current goal, IMPROV assigns credit in the same way as for learning operator preconditions. IMPROV recalls each state in the successful sequence and compares the operator that was chosen in the original sequence to the one in the successful sequence. Operators only present in the original are specialized, to remove them, while operators only present in the successful sequence are generalized, to include them. Figure 11.8 shows the comparison between the original planning
11.4.5 Credit assignment—How the operators are incorrect?

IMPROV determines how to specialize or generalize operator preconditions by training its inductive learner, SCA2. The examples of successful or incorrect effects collected during the search for correct behavior are used as positive and negative training instances of single-effect operators.

The inductive learner is described in Chapter 8 and the training process is described in Section 8.1. IMPROV biases its learning to focus on the differences between the states in the incorrect sequence of effects and in the successful sequence. When learning about single-effect operator preconditions, IMPROV prefers differences that share the same attribute as the attribute for the successful single-effect operator. This leads IMPROV to learn rules that describe how a particular attribute changes, such as $\text{DSpeed} \ 0 \rightarrow \text{DSpeed} \ -4$ (examples of these rules are shown in the next section). This heuristic reflects the intuition that actions are frequently selected to change an existing state feature.

Once again, this bias only guides the inductive learning. If the bias is inappropriate, or if additional features are required to learn when the particular effect occurs, the errors that remain in the agent’s planning knowledge after learning will lead to more performance failures. When those failures occur, IMPROV will train SCA2 further and learn additional features until it determines the correct conditions for when a particular effect occurs.
11.4.6 Changing the domain knowledge

IMPROV corrects the operator precondition knowledge for single-effect operators by learning additional rules that change the decision about when the single-effect operator is chosen. Operator are generalized by learning new selection rules and specialized by learning new rejection rules. Figure 11.9 shows an example of rules learned to correct the knowledge for the first step in the effects

\[
\begin{align*}
&\text{IF goal(brake) and dspeed(<c>,0) and isa(<c>, car) and choose-operator(dspeed,-3,version 1)} \\
&\text{THEN reject-operator(dspeed,-3,version 1)} \\
&\text{IF goal(brake) and dspeed(<c>,0) and isa(<c>, car)} \\
&\text{THEN choose-operator(dspeed,-4,version 1)}
\end{align*}
\]

Figure 11.9: Corrected operator precondition knowledge for single-effect operators

of the Brake operator. The preconditions for DSpeed -3 are specialized, while the preconditions for DSpeed -4 are generalized. The corrected planning knowledge is used to correct the agent’s execution behavior through replanning (see Figure 11.10). The new plan, based on the corrected planning knowledge, will lead IMPROV to brake at the right time, so that it stops before, rather than half way across, an intersection.

In learning operator effects, IMPROV can be run in a mode where knowledge from low-level operators is compiled into higher level macro-operators. Rather than executing the sequence of single-effect operators to determine the effects of a motor-level operator, the effects are compiled into knowledge for the motor-level operator that can be executed directly. In the example of the Brake operator, when the operator is selected during planning, rules would immediately fire to model the sequential effects of braking. This is more efficient than decomposing the motor-level operator into a sequence of primitive single-effect operators and executing each in turn as there is an overhead associated with subgoaling and applying operators. This knowledge compilation process can be applied to each level of the operator hierarchy, resulting in subplans or complete plans that include knowledge of the effects the plan will produce when executed.
There is an ongoing debate in the machine learning community over the merits of knowledge compilation. There is the potential for the additional rules to slow down the rule matcher by a greater amount than is saved during planning through compiled macro-operators. This is an example of the utility problem [Minton, 1990]. The extra rules may not be used sufficiently often to produce an overall performance improvement. Considerable research has been directed at examining this problem (e.g. [Gratch and DeJong, 1992; Wray et al., 1996; Minton, 1996]). In this research project we have not directly examined this trade-off. However, on certain problems, the Soar matcher has been shown to maintain a constant speed as up to 100,000 new rules are learned [Doorenbos, 1993]. This result suggests that knowledge compilation in Soar may be beneficial. However, as this remains a matter for debate, IMPROV can either be run in a mode where knowledge is compiled, or where full problem decomposition occurs.

When the agent compiles operator effects at a higher level of the operator hierarchy, IMPROV requires an additional mechanism to correct errors in the compiled knowledge. As the agent cannot directly access and modify this compiled knowledge, IMPROV takes an approach similar to that used for operator preconditions. A version number is associated with the effects of each operator. The compiled effects of the operator are only recalled when the operator’s effects version number matches. An example is shown in Figure 11.11. The first rule assigns an effects version number

```
IF operator(<o>,set-speed,20)
and planning(yes)
THEN add operator(<o>,effects 1)

IF operator(<o>,set-speed,20,effects 1)
and speed(<c>,<old>)
and isa(<c>,car)
THEN add speed(<c>,20)
delete speed(<c>,<old>)
```

Figure 11.11: Compiled operator effects, indexed by version number

to the Set-Speed 20 operator, and the second rule shows an effect of the operator, changing the speed.

When IMPROV detects a performance failure, it deletes the effects version number, forcing IMPROV to use the full operator hierarchy. This provides the necessary structure for IMPROV to conduct its search for an alternative sequence of operator effects. Once a correct sequence of primitive, single-effect operators has been discovered, IMPROV generates a new effects version number (in the same manner as for operator preconditions, Section 9.3.4) and learns a new set of effects. This provides a method for IMPROV to replace the incorrect knowledge without directly locating and modifying the rules that are incorrect, saving a potentially expensive search process.

11.5 Discussion

Non-deterministic effects

IMPROV provides no explicit support for non-deterministic effects, but it does provide a degree of implicit support. All non-deterministic effects can be seen as deterministic effects that depend
on properties of the environment that the agent is unable to sense\textsuperscript{1}. For example, when a robot occasionally drops a pen, this is a result of the friction between pen and gripper, the force applied etc. If these properties cannot be measured, the effect appears non-deterministic. This distinction provides an insight into IMPROV’s approach to non-determinism. As SCA2 is trained, it learns progressively more and more specialized rules in an effort to describe the conditions for when an effect occurs. If the features that determine when an effect will occur cannot be sensed, SCA2 will record other irrelevant features in its rules. In the pen example, the learner might record the color of the pen, the position of the robot, whether the paper has lines or not etc. For simplicity, let’s assume for the moment that these irrelevant features are uniformly distributed over the instances (i.e. each pen color is equally likely). Now, let’s assume that the agent drops the pen 20% of the time. In this case, SCA2 will eventually have 20% of its rules testing these irrelevant features and predicting that the pen is dropped, and 80% predicting that the pen is held. These ratios will occur because SCA2 learns one rule per training instance. During performance, if the irrelevant features are uniformly distributed, there is a 20% chance that SCA2 will predict the pen will be dropped and an 80% chance that it will predict that the pen is held. Notice that this is different from recalling the different probabilities. Rather, the probabilities describe the likelihood of different properties being recalled during planning. In turn this means the same state-space, UBID method can be used for planning, but now the results of planning will vary, depending on the values of otherwise irrelevant features (such as pen color).

To date, we have not evaluated the benefits and disadvantages of this approach to modeling non-deterministic effects. The problem with the current implementation is that the number of features in the domain is fixed and these features usually will not be uniformly distributed. This means that eventually SCA2 will learn rules that test all of the state features and predict each possible outcome. In this situation, in the pen example, the agent would conclude that the pen would be dropped 50% of the time. To achieve the correct behavior when SCA2 reaches the limit of available state features, IMPROV should create new, extra features (which play no part in the domain) with values that are uniformly distributed. By basing learning on these extra features, the implicit non-deterministic effects should be correctly modeled. The creation of these extra features remains as future work.

**Strengths and Weaknesses**

IMPROV uses a simple model of time and provides no direct support for learning how long effects typically take to occur. By default, IMPROV will wait indefinitely for an action to produce effects. Each time the environment is sensed, if no changes have occurred, the same single-effect operators will be suggested and no failure will be detected. The method for detecting failures in operator actions should include a method for learning the expected time for an effect to occur. Additionally, IMPROV assumes the temporal extent of operator actions is provided as feedback for the learner. This is an additional weakness in IMPROV’s reasoning about time.

More generally, IMPROV’s learning is based on a very expressive representation for operator effects. Modeling effects as a sequence of operators allows for disjunctive and conjunctive conditional effects and sequential effects that occur over time. As we have shown, without this expressive representation, certain classes of effects cannot be represented, let alone learned. With increasing expressiveness there is a danger that there will be a loss of tractability. Indeed, analyzing a sequence of single-effect operators to determine the conditions for when a particular effect would occur could easily be intractable. IMPROV avoids this potential problem through its use of limited, procedural

\textsuperscript{1}If we ignore quantum mechanical issues; a reasonable assumption in most domains.
access. However, as a result, its learning is weaker than other approaches to learning operator effects. This is because the learner has access to less information as it cannot directly access a model of the current operator effects and therefore cannot use this to build experiments or otherwise direct learning. We would expect that methods which make more assumptions about the environment or have greater access to the agent’s knowledge will learn more quickly than IMPROV, but these methods will be unusable in many of the complex domains that IMPROV has been developed for.
CHAPTER 12

Conclusions

IMPROV is a method for learning planning knowledge for the preconditions and effects of operators in complex environments. The agent is only assumed to have procedural access to its domain knowledge to ensure learning does not slow down as the agent’s knowledge grows. IMPROV learns operator preconditions by generating and executing sequences of operators until the agent’s goals are achieved. IMPROV then trains an inductive learner on the instances of successful and unsuccessful operators and the states where the operators were chosen. The method for correcting operator preconditions is re-used to learn knowledge about the effects of operator actions. The effects of motor-level operators are represented as a series of more primitive single-effect operators. This representation is very expressive, allowing conditional and sequential effects to be modeled. Errors in the effects of a motor-level operator are corrected by changing the preconditions of the single-effect operators to add or remove an effect. The complete method is summarized in about 10 pages in Section 1.1.

12.1 Contributions

The main contributions of this thesis are:

1. Presenting a framework for learning planning knowledge

   The thesis presents a framework for correcting errors in planning knowledge. Each stage also includes a discussion of how environmental properties constrain the design of the learner. The stages in the framework are:

   - Classification of knowledge level errors
   - Classification of performance failures
   - Detecting performance failures
   - Solving the current problem
   - Learning a general correction for the future
     - Credit assignment—Which operators are incorrect?
     - Credit assignment—How the operators are incorrect?
     - Changing the domain knowledge

As we better understand the constraints placed by the environment on each stage of this learning process, it will become possible to independently replace or modify sections of the
learner. This goal is not fully realized in this thesis, but it does serve to establish a number of the constraints. For example, the inductive learner could be substituted for another, that provided the same capabilities as SCA2, and the remainder of the learning methods would still be applicable.

2. Presenting a method for learning planning knowledge in complex environments

IMPROV is a method for learning planning knowledge. The ability to plan allows it to solve tasks with large state and goal spaces. IMPROV’s knowledge representation is sufficiently expressive to represent complex effects of action that are conditional and occur over time. IMPROV’s learning can span multiple training episodes, allowing it to perform in environments where actions are irreversible. We have demonstrated that IMPROV learns incrementally and the system’s execution time does not grow as the agent learns more knowledge. IMPROV is tolerant of noise, exogenous events and domains that change and evolve over time.

3. Casting learning as a weak method within a general problem solving architecture

IMPROV represents a weak method for learning domain knowledge. We have demonstrated that additional, domain specific knowledge can be added to guide error detection, the search for correct behavior or learning. The implementation of IMPROV within the general problem solving architecture of Soar allows the agent to use arbitrary knowledge and problem solving methods to guide its learning. Additionally, as IMPROV has been developed within an architecture that has been applied to many other tasks, we can be confident that IMPROV’s learning can be integrated with those other tasks because the architecture was not designed specifically for correcting knowledge. For example, a system for learning knowledge from natural language instruction, Instructo-Soar [Huffman, 1994], was successfully integrated with IMPROV in about two weeks; producing an agent that could recover from incorrect instructions or use instruction to guide recovery [Pearson and Huffman, 1995].

4. Presenting K-Incremental learning

IMPROV collects sets of training instances prior to learning. This approach provides the learner with access to more information than is normally available to incremental learners, while still exhibiting incremental learning performance. By examining sets of training instances, the learner can more accurately assign credit for failures and successes. We have experimentally demonstrated that this k-incremental approach leads to improved performance.

5. Demonstrating that operator effects can be learned by correcting operator preconditions

This thesis demonstrates that the effects of operators can be modeled by a series of more primitive operators. This representation is highly expressive, supporting conditional and sequential effects that occur over time. Additionally, the representation of operator effects through a hierarchy of operators allows IMPROV to reduce the problem of correcting operator effects to correcting operator preconditions. Thus, IMPROV uses a single learning method for correcting any part of its domain knowledge.

6. Demonstrating that procedural access is sufficient for learning operator knowledge

IMPROV demonstrates that procedural access is all that is required to support deliberate error correction, where the learner explicitly identifies and corrects errors in the agent’s knowledge. This restriction allows IMPROV to use expressive representations and model complex actions while keeping learning tractable and efficient.
12.2 Future Work

There are a number of specific extensions that could be made to IMPROV's learning methods:

- Knowledge level errors
  IMPROV currently has no mechanisms for learning new operators or learning new state representations. This prevents IMPROV from generating novel decompositions to solve otherwise intractable problems. To learn new operators, one approach is to determine when the addition of an operator leads to better problem decompositions.

- Improved planning and plan repair
  IMPROV currently relies on a general purpose search method (UBID) for planning and the generation of alternative plans. It would be interesting to investigate alternative planning methods that are more goal directed (e.g., means-ends planning) as well as identifying useful domain independent heuristics for guiding the generation of alternative plans (e.g., considering the dimensions of the plan space being searched).

- Removing initial knowledge
  IMPROV currently assumes the agent starts with approximate planning knowledge. This knowledge focuses the generation of plans and subsequent learning. It would be interesting to provide IMPROV with deliberate exploration or experimentation knowledge and explore how far we could remove the requirement for an initial approximate theory.

- Searching across multiple levels of an operator hierarchy
  IMPROV does not currently search across, or reason about, multiple levels of the operator hierarchy in correcting an error. For example, an agent traveling by car from Los Angeles to New York, detects a failure when it enters Miami. IMPROV currently starts searching for an error at the same level it was detected (for example, having a conflict over choosing the next city to drive to). However, in general we would like IMPROV to be able to reason about the level to search at for a correction and preferably define a search across multiple levels at once. This would allow the agent to attempt a number of corrections at one level, before attempting to find a correction at a different level; and then perhaps returning to the first level.

- Improved temporal reasoning
  IMPROV currently has no methods for learning about the expected duration of actions. IMPROV could be extended to include more direct temporal reasoning and learning. This would allow IMPROV to learn time-limits for when an effect should occur, which currently must be pre-programmed. It might also allow us to remove the assumption that feedback is provided to specify when actions are still producing effects in the environment.

- Evaluation on non-deterministic environments
  IMPROV's approach to non-deterministic events is to learn rules in proportion to the probability of the event occurring. The performance of this approach has not yet been thoroughly evaluated on non-deterministic environments. To date, non-determinism has been limited to noise.
More generally, there are at least two interesting avenues for future research on IMPROV. One is to implement IMPROV's theoretical model using a completely different underlying implementation. For example, exploring how well IMPROV can be implemented using neural networks for knowledge representation, or using an alternative inductive learner. This would quickly clarify the distinction between IMPROV's functional level and implementation details. The second avenue is to embed IMPROV within a more complete intelligent agent, developed for a real world problem domain. This would allow us to investigate the issues of integrating IMPROV with other planning and learning methods. It would also lead to a greater understanding of useful domain specific heuristics for guiding IMPROV's learning and the way knowledge intended for other uses within the agent could be used to assist learning.
APPENDIX A

Examples of IMPROV’s Execution Traces

This appendix contains a number of execution traces from running IMPROV in the simulated driving domain. The traces show the sequence of operators and subgoals selected during problem solving, some of the rules that are learned and comments to explain some of the processing.

A Soar trace consists of a series of decisions. Each decision is either the selection and application of a new operator, or an impasse and creation of a new subgoal. Operators appear as:

0: 07 (operator name)

while impasses (and their associated subgoals) appear as:

=>S: S8 (state no-change)

S8 in this example refers to the newly created problem state, in the new subgoal. The traces include vertical bars to show the extent of each subgoal. The learning of a new rule is shown as:

Building chunk-44

Other messages are simply included to help explain the purpose of the agent’s current reasoning. The traces have been edited at points to reduce their length and make them more readable.

A.1 Example Trace of Planning

Figures A.1-A.3 show an example of IMPROV learning a new plan to approach and then cross an intersection. It includes an example of the rules learned that will guide the agent during execution.
Figure A.1: Trace of planning – part 1
...  
52: ..|..|..|..|..|..|...O: O124 (return-result)  
Building chunk-4  
53: ..|..|..|..|..|..|...O: O126 (activate-candidate drive-30)  
Best overall : drive-30 uncertainty 6 attending to green vehicle  
Best when attend to : green vehicle is drive-30 with uncertainty 8  
54: ..|..|..|..|..|..|...O: O127 (set-uncertainty-limit)  
Set uncertainty limit to 32  
55: ..|..|..|..|..|..|...O: O128 (evaluate-object I6 (drive-30) )  
Uncertainty limit now 26  
56: ..|..|..|..|..|..|..|===>S: S14 (operator no-change) ( )  
57: ..|..|..|..|..|..|..|...O: L2 (drive-30)  
58: ..|..|..|..|..|..|..|..|===>S: S15 (state no-change) ( )  

...  
79: ..|..|..|..|..|..|..|...O: O187 (activate-candidate drive-20)  
Best overall : drive-20 uncertainty 7 attending to green vehicle  
Best when attend to : green vehicle is drive-20 with uncertainty 8  
80: ..|..|..|..|..|..|..|...O: O188 (set-uncertainty-limit)  
Set uncertainty limit to 26  
81: ..|..|..|..|..|..|..|...O: O189 (evaluate-object I7 (drive-20) )  
Uncertainty limit now 19  
82: ..|..|..|..|..|..|..|..|===>S: S19 (operator no-change) ( )  
83: ..|..|..|..|..|..|..|..|...O: L3 (drive-20)  
84: ..|..|..|..|..|..|..|..|..|===>S: S20 (state no-change) ( )  

...  
105: ..|..|..|..|..|..|..|..|...O: O248 (activate-candidate drive-10)  
Best overall : drive-10 uncertainty 5 attending to green vehicle  
Best when attend to : green vehicle is drive-10 with uncertainty 8  
106: ..|..|..|..|..|..|..|..|...O: O249 (set-uncertainty-limit)  
Set uncertainty limit to 19  
107: ..|..|..|..|..|..|..|..|...O: O250 (evaluate-object I8 (drive-10) )  
Uncertainty limit now 14  
108: ..|..|..|..|..|..|..|..|..|===>S: S24 (operator no-change) ( )  
109: ..|..|..|..|..|..|..|..|..|...O: L4 (drive-10)  
110: ..|..|..|..|..|..|..|..|..|..|===>S: S251 (reached-goal)  
Building chunk-9  
Building chunk-10  
111: ..|..|..|..|..|..|..|..|...O: O252 (correction)  
Existing correction level for operator drive-10 is 0  
Operator drive-10 will have new correction level 1  
Building chunk-11  
112: ..|..|..|..|..|..|..|..|..|...O: O253 (propose-operator)  
Building chunk-12  
113: ..|..|..|..|..|..|..|..|..|...O: I8 (drive-10)  
114: ..|..|..|..|..|..|..|..|..|...O: O254 (reached-goal)  
Building chunk-13  

...  

Considering drive-30 as the next step.  
Uncertainty limit counts down as apply operators. If reaches 0 then have reached limit.  

Uncertainty limit down to 19 after drive-20.  
If below 0 this would lead to backtracking looking for other paths and eventually an increase in the initial limit (40)  

After applying drive-10 detect that have reached the goal state for cross-intersection.  
Learn chunks, one per operator in the plan. These new rules will guide the agent during execution.  

Figure A.2: Trace of planning – part 2
Learning rules for each step in the plan in reverse order from the goal.

Correction (version) level is used later to let IMPROV change the agent's knowledge without locating the incorrect rule directly (ignore for now).

Planning is complete and operator drive-50 is selected for execution. In the future, planning will not be required for this task as the rules that guide the agent will still be present.

A slightly simplified example of one of the rules used to guide the agent in executing the plan.

Note that the choice of operator is made based on the current goal (<d1>) and state (<i1>).
A.2 Example Trace of SCA2 Inductive Learner

Figure A.4 shows an example of SCA2 predicting an operator from a set of 10 state features. Figures A.5-A.6 show an example of SCA2 training on a new instance and learning a new, more specific prediction rule.

| 336:...:..:..:.:06:8 (find-candidate) (driving green vehicle) |
| 337:...:..:..:=>:6: S130 (operator no-change) ( ) |
| 338:...:..:..:..:0: 06:20 (count-set) |
| 339:...:..:..:..:0: 06:38 (abstract 9) |
| 340:...:..:..:..:0: 06:40 (abstract 8) |
| 341:...:..:..:..:0: 06:42 (abstract 7) |
| 342:...:..:..:..:0: 06:44 (abstract 6) |
| 343:...:..:..:..:0: 06:46 (abstract 5) |
| 344:...:..:..:..:0: 06:48 (abstract 4) |
| 345:...:..:..:..:0: 06:50 (abstract 3) |
| 346:...:..:..:..:0: 06:52 (abstract 2) |

- Matched on rule simulated-chunk propose drive-10 |
- Progressively decrement the counter, looking for a prediction rule to match. |
- This leads to the specific to general search. |

| 347:...:..:..:..:0: 06:55 (predict propose drive-10) |

- Prediction rule matches suggesting drive-10 as the operator. |
- Fill in the parameters for the operator (can fail here, in which case the search continues). |

| 348:...:..:..:..:0: 06:57 (full-inst 19) |

- Found an instantiation for operator drive-10 |
- Return the operator as SCA2’s prediction: drive-10. |

| 349:...:..:..:..:0: 06:67 (inst-attend) |
| 350:...:..:..:..:0: 06:67 (full-inst 19) |

| Building chunk-27 |
| Building chunk-28 |

| 351:...:..:..:..:0: 06:69 (return-result) |
| 352:...:..:..:..:0: 06:71 (activate-candidate drive-10) |

---

**Figure A.4: Trace of SCA2 making a prediction**
Figure A.5: Trace of SCA2 during training – part 1
Figure A.6: Trace of SCA2 during training – part 2
A.3 Example Trace of IMPROV’s Precondition Learning

Figure A.7 shows the initial detection of an execution failure and learning a rule to recall the error in future. Figure A.8 shows how IMPROV learns to avoid using the same plan when it next tries to cross this intersection. Figures A.9-A.15 show the behavior of the system on a later trial. In between IMPROV has tried a number of other plans, each of which has failed. However, on this attempt, IMPROV finally discovers a plan that succeeds and therefore proceeds to correct the agent’s knowledge. The final figure (A.15) includes two of the rules that are learned, indicating that when there is a red light, the car should stop, rather than driving on through the intersection. This is a simple example, but serves to demonstrate the main elements of IMPROV’s learning method.

```plaintext
Sending command tick-simulation
Distance is ~21 Speed is 5 and Degree is 0 Clock is 22.5
Measurement 4 : Error detected for operator drive-10
Building chunk-22
Building chunk-23
Building chunk-24
Error detected

sp (chunk-22 :chunk
  (state <o> "operator <o1>"
  (o1 "name drive-10 "version 1"
  -->
  (o1 "error <o1 > +
  (x1 "error-code constant33 +

Figure A.7: Recording initial error
```

Once an error is detected, learn rules including the unique error-code which defines this error instance.
Learn to avoid the final step in the plan, drive-10 in this case.

Recall the state before the final operator was applied. (The last state is kept in memory).

Use SCA2 to generate the same operator, based on SCA2’s knowledge.

Now learn to reject (i.e. not select) this operator during future searches for alternative plans when return to a similar state.

Now select the feature to focus learning on. IMPROV is forced to guess, choosing the color of the agent’s car (we gave it a poor set of default knowledge to demonstrate the learning).

Using the static ordering.

Example of a prediction rule, testing 3 state features and suggesting that drive-10 should not be chosen.

Note: Tests *error-code constant334 so only chosen while processing this error.

Once the error has been corrected, this rule will not match.

Figure A.8: Learning to avoid last operator in plan
Recall the error and start looking for a correction.

Choose an operator as the first step in the plan to avoid the failure.

These chunks recall all of the previous attempts made in a similar state.

SCA2 search from specific to general looking for a prediction that’s not already tried.

Learned to avoid drive-10 before.

And to avoid drive-30 too.

Already marked this for rejection, so drive-10 not chosen.

Figure A.9: Finding correct behavior and generalizing it – part 1
Finds drive-00, which hasn’t already been tried, so it’s returned as SCA2’s prediction.

These operators have already been tried so they’re not chosen.

Finds drive-00, which hasn’t already been tried, so it’s returned as SCA2’s prediction.

Now see if we can complete a plan using drive-00 as the first step.

Following drive-00 with drive-20 reaches the goal according to current planning knowledge. So we’ll try this plan.

Figure A.10: Finding correct behavior and generalizing it – part 2
Record the current state before executing drive-00 in the environment.

Execute drive-00 (takes many steps and sub-operators)

Now decide on the step after drive-00...

Again, select drive-20 to follow drive-00. In general, this may no longer be appropriate--it depends on what actually happened in executing drive-00.

Figure A.11: Finding correct behavior and generalizing it – part 3
Decide if drive-20 will lead to the goal, using planning knowledge.

We can use a compiled chunk here (chunk-90) because we're still working on the same error. In general (as happened above), have to go through the planning.

Execute drive-20, again it takes a while to complete...

Figure A.12: Finding correct behavior and generalizing it – part 4
Reached the goal—successfully crossed the intersection. Now it's time to learn.

Train on the successful drive-20 operator.

Decide that the reason it succeeded was because the light changed. Naturally, this could be wrong, but in this case it's the true cause.

Build a new SCA2 prediction rule.

Now return to the state before drive-20 was applied and learn a new proposal rule based on the new SCA2 prediction rule.

Go back to SCA2 and generate the drive-20 prediction. This is needed so this chunks right.

Figure A.13: Finding correct behavior and generalizing it – part 5
Learn the new operator precondition rule.

Now repeat the same steps for drive-00.

Decide to add the light as the feature to add to the operator preconditions.

Reconstruct the state before drive-00 was chosen and learn a new operator precondition rule.

Figure A.14: Finding correct behavior and generalizing it – part 6
Learn the new precondition rule for drive-00 and learn not to select drive-10 in this situation.

The rule indicating that drive-10 should not be chosen when about to cross an intersection and the light is red.

The rule indicating that drive-00 should be chosen in the same situation.

Figure A.15: Finding correct behavior and generalizing it – part 7
A.4 Example Trace of IMPROV Learning Operator Effects

Figures A.16-A.20 show a trace of an initial attempt to brake in time for an intersection. This trace shows the detection of the original performance failure and the subsequent recording of the single-effects operators that should be avoided in future and the values to initially try in their place. Then Figures A.21-A.24 show a trace of a second run. During this attempt to brake, IMPROV selects an alternative sequence of single-effect operators to model the effects of braking, leading the agent to brake at the correct time. The agent then learns to use this new model in future. Figure A.25 shows the final behavior of the system on a third run, using the now correct knowledge.
Initial planning to stop the car at an intersection.

Problem is decomposed down to the brake operator and then dspeed and brake-pressure operators to model the effects of braking.

Figure A.16: Correcting effects, first run – part 1
Planning takes many steps and finally terminates with a "plan" or model of the effects of implementing the brake operator.

We've figured out how to brake correctly.

In the initial plan, the agent brakes too soon, stopping before the intersection. This plan is therefore rejected and the agent searches for an alternative.

This is all planning, no actions have yet been taken in the outside world.

The agent considers coasting for a short distance before braking.

Note that the effects of "brake" have now been compiled into the brake operator, making planning much more efficient (as there is no need to decompose the operator into the primitive dspeed and brake-pressure single-effect operators).

Figure A.17: Correcting effects, first run – part 2
Eventually the UBID search locates a plan for stopping at the intersection after a number of "coast" operators followed by a "brake".

Eventually the UBID search locates a plan for stopping at the intersection after a number of "coast" operators followed by a "brake".

Figure A.18: Correcting effects, first run – part 3
IMPROV learns (temporarily) not to choose brake-pressure 5 in the same situation in future.

While in SCA2, IMPROV learns a rule to recall all of the state features in future (as usual, this is part of k-incremental learning--note that the rule tests for the presence of this error)

This rule also includes the values that changed on the state during the last sensing of the state. In this case (since we’re making things easy for this trial) the only values to change are brake-pressure 8 and dspeed -4. This knowledge is later used to bias the search for a correct model of the effects of braking.

The process is repeated for dspeed -3.

Figure A.19: Correcting effects, first run – part 4
Having recorded the initial error, dspeed and brake-pressure values, IMPROV proceeds to attempt to find a correction.

IMPROV proceeds to execute the remainder of the brake operator effects (e.g. dspeed -3) and monitors the eventual outcome of the plan....

... recording the observed values as it goes.

Eventual the "braking" is complete and IMPROV records all of the original single-effect operators as failure instances and trains to avoid them in future (temporarily), which will cause the next run of IMPROV to select an alternative implementation for the brake operator.

System halted.

Soar halted at Mon Oct 7 12:11:43 EDT 1996.

Figure A.20: Correcting effects, first run – part 5
This is a second run attempting to stop correctly at the same intersection on a future occasion.

When the agent starts the "stop" maneuver, it recalls the earlier error and starts to look for a way to avoid the error this time.

The reasons for selecting stop and brake have not changed and they are still chosen.

However, the implementation of brake is now different...

Figure A.21: Second run – part 1
This time, IMPROV recalls the previous failed attempt to model brake and avoids the earlier model (dspeed -3 and brake-pressure 5)

It then selects dspeed -4 on the basis of the information in chunk-314 and chunk-327 (see the earlier part of this trace to see where that information is learned).

IMPROV then attempts to build a plan on the basis of this new model for the effects of "brake".

The other steps are similarly chosen to match the values observed during the failed attempt to brake.

The combined sequence becomes the new effects for the brake operator.

The new effects indicate that the car will stop short of the intersection if the agent brakes immediately. Again, the agent must coast for a while before braking.
IMPROV considers adding coast operators before the brake operator.

Notice that the new effects of the brake operator have been compiled, so the operator can be applied in a single step without decomposing the operator down to the level of primitive effects.

Eventually IMPROV discovers a new plan, using the new model of the brake operator.

That looks like a plan which should work!

Building chunk-606
In this relatively simple example, the new plan is immediately successful, leading IMPROV to learn a permanent correction to the effects of brake.

Once learning is complete, there is no more work to do.
Third run, learning is complete and the agent zips through the problem.

The correct plan to brake (with just the right delay before braking) is recalled and chosen. (Lots of chunks fire here, but I've delected them for clarity).

The agent starts to brake in the external world...

And models the effects of braking as the car is slowing.

No errors are detected, so the goal is achieved and the task complete.

---

Figure A.25: Third run
APPENDIX B

The Operator Proposal Problem Space

The majority of IMPROV’s learning and control occurs in the operator proposal problem space. This appendix is a very brief, technical description of the role of each operator in the problem space. This appendix is primarily intended for people who are moderately familiar with Soar.

The operators, and their typical order of execution, are as follows:

make-candidate1
make-candidate
attend
make-set
find-candidate
activate-candidate
set-uncertainty-limit
evaluate-object
observe
train
correction
propose-operator

The general role of this problem space is to select a task operator as the next step in a plan to achieve the current goal. This task decomposes into the problem of learning the correct conditions for choosing particular operators and therefore maps to IMPROV’s main learning task.

1. Make-candidate1 and make-candidate

   These two operators are used to signal that a new task operator should be generated; that is, a new candidate. The fact that two operators are used, is just a historical artifact.

2. Attend

   The attend operator selects a subset of the state. This subset is used as the initial feature set for SCA2. SCA2 must return a unique operator for a given attention set. Consider, a pick-up operator. If IMPROV attends to a particular green block, SCA2 may return pick-up(green-block), while if IMPROV attends to a different blue block, SCA2 could then return pick-up(blue-block). This attention mechanism allows IMPROV to avoid generating a thousand get-book operators when faced with a library.

3. Make-set
This operator converts the attended subset of the state from a graph representation to a flat set of features. This set representation is more appropriate for SCA2.

4. Find-candidate

This is the interface to SCA2’s performance mechanism. Find-candidate leads to SCA2 predicting a particular operator to match a given state and goal.

5. Activate-candidate

After SCA2 generates a candidate operator, IMPROV can either select that operator immediately or generate an alternative attention set and generate other cadnidates. The decision is based on the uncertainty level returned by SCA2. The decision to activate a candidate is made when a reasonable candidate has been located or a maximum number of attention shifts have been made.

6. Set-uncertainty-limit

This operator controls the setting of the current bound for the UBID search. The value is usually derived from a supergoal and then reduced by the uncertainty of the current operator.

7. Evaluate-object

This operator leads IMPROV to internally simulate the current candidate operator and a series of subsequent operators. The evaluation will either be success (because the goal is reached) or failure (because a known failure state is reached) or UBID’s uncertainty bound will be exceeded. The evaluate-object operator leads to a recursive series of operator proposal problem spaces.

8. Observe

This operator is chosen when a candidate task operator has been selected for execution in the external world. The observe operator records the state before the task operator is applied and then subgoals and executes the task operator in the external world. It is very similar to the evaluate-object operator as it leads to a recursive stack of operator proposal problem spaces and eventually either a success or failure result.

9. Train

This operator is the second interface point to SCA2 and is used during training. SCA2 will learn a new prediction rule as a result of the train operator. Some of the new rules are effectively short-term (as they test the current error, which will eventually be discarded) while others are long-term (as they do not test the current error).

10. Correction

The correction operator computes the appropriate version number to use for the new operator precondition rule.

11. Propose-operator

This final operator creates a new operator proposal (or operator precondition) rule and may also create new rules to reject other, incorrect operators. This operator produces the final, long-term correction to the agent’s knowledge.
BIBLIOGRAPHY


